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1. Introduction

The Department of Veterans Affairs (VA) has a critical need for an integrated financial and logistics capability.  The Financial and Logistics Integrated Technology Enterprise (FLITE) Program is the initiative VA has undertaken to deliver such a capability.  The program has two primary components, a logistics and asset management component referred to as Strategic Asset Management (SAM), and a financial component referred to as Integrated Financial Accounting System (IFAS).

The Integrated Financial Accounting System (IFAS) solution shall be a fully integrated financial management system using commercial off the shelf (COTS) products to leverage financial management system best practices.  The IFAS software solution shall conform to Financial System Integration Office (FSIO) tested requirements.  IFAS will be hosted by a financial management Shared Service Provider (SSP) or qualified private sector provider, in accordance with Office of Management and Budget (OMB) Financial Management Line of Business (FMLoB) guidance.

The IFAS project will replace VA’s current core financial system, Financial Management System (FMS), as well as a portion of the Integrated Fund Distribution, Control Point Activity, Accounting and Procurement (IFCAP) system, and integrate with the Strategic Asset Management system (SAM) as well as interface with other legacy VA systems and subsystems as described in Sections 4, 5, and 6 of this document.  This document describes the technical architecture requirements for IFAS.
2. Current Financial Management Systems
VA’s current financial management system comprises two major systems: Financial Management System (FMS), based on CGI-AMS’s FFS, and Integrated Funds Distribution, Control Point Activity, Accounting, and Procurement (IFCAP), which is a Veterans Information System Technology Architecture (VistA) application developed by VA.
These systems interact with approximately 50 to 60 VA legacy applications to perform various financial management related activities.
2.1 Current FMS System Context and Associated Technologies

Figure 1 below shows current VA FMS system context.


[image: image1.emf]FMS

External 

Systems

VAMC (150+ instances)

Centralized or Regional Systems 

(not all in the same site)

eCMS

GECS

VistA Application

Other 

Legacy 

Systems

GIP PIP

Other VistA 

Apps

Prosthetics IFCAP

AMES/MERS


Figure 1: Current FMS System Context
2.1.1 FMS

FMS, hosted on a z9 IBM mainframe in Austin, TX, is VA’s current core financial management system. FMS is a highly customized version of CGI-AMS FFS that was primarily developed in COBOL.  SAS is used for extracting reports on the IBM z9.  Librarian is used for Job Control Language (JCL) control and datasets are used for module control.

FMS is a table-driven system with a comprehensive database that provides for funds control, flexible on-line and/or batch processing, ad-hoc reporting, interactive query capability, and extensive security.  FMS automates and integrates VA’s accounting systems using one-time transaction processing that simultaneously posts to the general ledger and all subsidiary ledger/tables.

The following are samples of capacity and performance statistics about the FMS:

· System users: 115,000+

· Concurrent users: 5,000

· Business events: 98,000/day

· Vendors in the system: 763,000

· General Ledger (GL) entries per year: 443 million

· Recurring reports (daily, monthly, yearly): 400

· Purchase orders handled per year: 12 million

· Transaction volume for FMS: 6,820 million per month

· Storage volume for FMS: 4 TB for Production Environment/6 TB for Test Environment

· Storage trends for FMS: 10% increase per year
2.1.2 IFCAP VistA Application

VistA application is deployed at more than 150 locations that are primarily medical centers.  Each deployment has a common set of applications as well as potentially several site-specific applications.

Technically, the VistA application has the following characteristics:

· The user interface to VistA applications are screen or scrolling text based

· Applications are built in the interpreted language MUMPS

· All applications share the same address space, allowing access to other applications through API, routine calls, and data access

· Simple database functionality is provided by the FILEMAN application which supports CRUD (Create, Read, Update, Delete) operations against individual files that contain sets of records

· Locking of files/records to prevent synchronization issues is performed programmatically

IFCAP is a VistA application that automates a number of financial activities.  IFCAP maintains an interface with FMS.  IFCAP is used to manage budgets, maintain goods and services, maintain records of available funds, determine request status, compare vendors and items, record receipt of items into the warehouse, and pay vendors.  There are about 33,000 total registered IFCAP users.  The activity level of the users is categorized as moderate to heavy.

2.1.3 Other Systems

VA utilizes many legacy systems that hold and manipulate financial information.  Some of these systems are specific to an administration, while others cross some or all administrations.  These systems are deployed in diverse locations, with some being centralized (for example Payroll and Accounting Integrated Data/OnLine Data Entry (PAID/OLDE), others being regional (for example Chapter 31), and still others having multiple deployments to support separate concerns (for example Automated Allotment and Control System (AACS) – deployed both for the Veterans Health Administration (VHA) and also for the VA/ Chief Information Officer (CIO).  Many of these systems are legacy mainframe applications, while others are modern web-based applications.  See Section J of the basic contract, Attachment 5, entitled “IFAS Integration Requirements,” for a list of the other systems, and a description of how these systems interact with FMS.

Computer Assisted Payment Processing System (CAPPS) is used by FMS to match invoices to receiving reports and thereby generate payment transactions.  There are about total 680 registered CAPPS users. CAPPS maintains a bi-directional interface with FMS.

2.1.4 Supporting Technologies

Table 1 below lists the technologies used for FMS, IFCAP, and CAPPS systems.

Table 1: Technologies That Support the Systems
	System
	COTS  or VA Developed
	DB/ Platform
	Application Server /Platform
	Front-End / Platform
	Batch Tools/Platform
	Interface Tool / Platform
	Hosted At

	FMS
	Customized Commerical off-the-shelf Software (COTS) 
	VSAM/

IBM z9
	IBM MAINFRAME, MVS, CICS, VSAM
	CICS
	IBM Utilities; SAS; File-Aid
	TCP/IP and SNA
	AITC

	IFCAP
	VA developed (MUMPS)
	FILEMAN/

HP Alpha
	HP Alpha
	HP Alpha VMS
	MAILMAN; HL7
	Vitria Interface Engine (VIE) for HL7; EDI
	All VAMC

	CAPPS
	VA developed
	IDMS/

IBM Mainframe
	IBM MAINFRAME, MVS, CICS, VSAM
	CICS
	IBM Utilities; SAS; File-Aid
	TCP/IP and SNA
	AITC


2.2 FMS Interfaces

FMS interfaces with approximately 50 to 60 VA legacy applications that run on the IBM z9 mainframe, or on Linux-, Unix-, or Microsoft-based operating systems.  Refer to Section J, Attachment 5 for the FMS interface details and IFAS integration requirements.

2.3 VA Wide Area Network (WAN) Infrastructure

VA is undergoing rapid and large-scale changes in its logical and physical network topologies.  VA Enterprise WAN is based on a three-layer hierarchy: Core, Distribution, and Access, consisting of four Sprint and four AT&T hosted core routers, approximately 50 distribution routers for various regions (geographic) and corporate data centers.  Each of the 19 regions consists of a number of access routers that provide layer 2 WAN campus interface into the enterprise network.

The access layer is the point at which local end users are allowed into the network.  This layer may use access lists or filters to further optimize the needs of a particular set of users.  In the campus environment, access-layer functions can include the following: shared bandwidth, switched bandwidth, MAC layer filtering and micro-segmentation.  In the non-campus environment, the access layer can give remote sites access to the corporate network via wide area technology, such as Asynchronous Transfer Mode (ATM), Frame Relay, Integrated Services Digital Network (ISDN) or leased lines.

Figure 2 below depicts VA department-wide WAN infrastructure.  FMS is hosted in Austin’s AITC.
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Figure 2: VA WAN Infrastructure
3. VA Tools and Software

3.1 Life Cycle Tools

Table 2 is a list of the Life Cycle tools that are approved by VA to be used for system implementation projects.  The Life Cycle categories include Project Tools, Requirements/Analysis, Design, Configuration Management (CM)/Version Control, Modeling, Testing, and Deployment.  The major tool suite available for project control, analysis, data modeling, and testing is the Rational® suite of tools.  Other tools such as Primavera TeamPlay and Computer Associates ERWIN are also approved by VA.

Table 2: VA Supported Life Cycle Tools

	Life Cycle Tools
	VA Approved Tools

	Project Control
	Primavera TeamPlay

	
	Rational RUP

	
	Rational ClearQuest

	Requirements/Analysis
	Rational Requisite Pro

	Design
	Eclipse

	
	Apache Jakarta Struts with Apache Jakarta Struts Tiles

	
	JAWS

	
	Apache Jakarta Struts Tiles

	
	Bobby

	
	XDoclet

	
	Spring Framework

	CM/Version Control
	Apache ANT

	
	Java AVK

	
	Rational ClearCase

	Modeling
	Rational Rose

	
	Rational XDE Developer

	
	Computer Associates ERWIN

	Testing
	Rational TestManager

	
	JUnit

	
	Apache Cactus

	
	Java Application Verification Kit (AVK) for the Enterprise

	
	Rational Robot

	
	Rational XDE Tester

	
	Rational TestFactory

	
	Rational Functional Tester

	
	Rational Performance Tester

	Deployment
	Apache ANT

	
	XDoclet


3.2 Application Tools

Various application tools are approved to use in VA to interface, control, integrate, monitor and test between applications.  Table 3 shows the application tools in categories including Middleware, SQL Client, Browser, Messaging, and Monitoring.  These application tools can be used in conjunction with the Life Cycle tools as appropriate.

Table 3: VA Approved Application Tools

	Applications
	VA Approved Tools

	Middleware
	Vitria BusinessWare

	
	Spring Framework

	
	Strut

	
	Hibernate

	
	TOAD

	
	JDBC Drivers

	
	JNDI

	
	WSDL

	
	Java Architecture for XML Binding (JAXB)

	
	Castor

	
	Java API for XML Processing (JAXP)

	
	Quest JProbe

	SQL Client
	Quest TOAD

	Browser
	IE

	Messaging
	Vitria BusinessWare

	
	Sentillion Vergence Context Manager

	Monitoring
	BCM Patrol

	Testing-Scripts
	HP WinRunner

	
	HP LoadRunner

	Section 508 compliance (web)
	Tiles

	Logging
	Log4j

	User Interface Containers
	HealtheVet Desktop

	ETL
	MUMPS Data Extractor

	
	Informatica


3.3 Infrastructure Software

Table 4 is a list of the approved VA infrastructure software including Operating Systems, programming languages and databases.

Table 4: VA Approved Software Tools
	Infrastructure
	VA Approved Tools

	Operating systems
	AIX

	
	HP-UX

	
	RedHat

	
	Solaris

	
	VMS

	Application Server
	WebLogic

	Programming Language
	Java J2EE

	
	Java J2SE

	
	Mumps/ Caché

	Repositories
	Caché/FILEMAN

	
	Oracle

	Nomenclature
	HL7 v2.4 and 2.5

	
	VHIM

	Security
	LDAP

	
	Active Directory

	
	Sentillion Vergence Context Manager

	
	Web client – KAAJEE

	
	Rich client - TBD

	Scheduling
	Cron, CA-7

	Directory Services
	LDAP


4. IFAS System Context Requirements

4.1 High-Level IFAS System Context

IFAS , consisting of a COTS Enterprise Resource Planning (ERP) system, shall have  modules that support the scope of the following IFAS functional areas:

· Procure to Pay:  This key functional area includes business processes that are generally related to acquisition, procurement, and Accounts Payable.  Each business process analysis describes resources, a cross-functional map, a business process flow diagram, and detailed descriptions about the process

· Acquire to Retire:  This key functional area includes business processes that are generally related to the acquisition, funding, management, and retirement of capitalized assets.  Each business process analysis describes resources, a cross-functional map, a business process flow diagram, and detailed descriptions about the process

· Order to Cash:  This key functional area includes business processes that are generally related to Accounts Receivable and the generation of revenue across the enterprise.  Each business process analysis describes resources, a cross-functional map, a business process flow diagram, and detailed descriptions about the process

· Record to Report:  This key functional area includes business processes that are generally related to transactions posted to the General Ledger or business processes that are related to the planning, budgeting, and reporting process (but not the generation of reports per se).  Each business process analysis describes resources, a cross-functional map, a business process flow diagram, and detailed descriptions about the process.

Additionally, IFAS shall provide interfacing transaction audit and reconciliation details and shall be used for financial statement preparation, as well as E-Commerce.

IFAS shall replace FMS, portions of IFCAP, and potentially a number of other legacy systems.  This replacement consists of a two part implementation:  part 1 of the IFAS implementation is to replace the FMS system and part 2 is to replace the IFCAP systems.  Each part of the implementation is further divided with a pilot/beta phase and a national deployment phase.  Figure 3 depicts the End State IFAS system context. 
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Figure 3: End State IFAS System Context
4.2 IFAS-SAM System Integration

The SAM application, another component of FLITE program, is responsible for all asset management activities, and will provide the financial transactions associated with these activities to IFAS.  It will be deployed with IFAS and will implement the IBM Maximo product.  Refer to Section J, Attachment 5 for the IFAS-SAM integration requirements.

4.3 IFAS-External System Integration

IFAS shall interface with a number of external systems, such as Treasury and IRS the purchase card bank, and. perform various financial activities, such as reporting, 1099 submission, and large volume printing.  Refer to Section J, Attachment 5 – IFAS Integration Requirements for detailed information on external systems.

4.4 IFAS-Other Systems Integration

IFAS shall interface with the remaining legacy systems.  Refer to Section J, Attachment 5 – IFAS Integration Requirements for detailed information on the remaining legacy systems. Prosthetics, a VistA application, will stay in VA medical centers; and therefore, IFAS shall interface with it for purchase requests.
5. IFAS System Technical Requirements

5.1 Capacity and Performance Requirements

Table 5 lists the IFAS user requirements for different phases; and Table 6 lists the IFAS End State performance requirements.

Table 5: IFAS Capacity Requirements

	IFAS Phases
	Total Number of Users 
	Number  of Concurrent Users

	Part 1 Pilot/Beta Phase
	
	

	    Development/test
	150 - 190
	150 – 190

	    Production 
	400 - 500
	150 – 190

	Part 1 National Deployment
	
	

	    Development/Test
	150 - 190
	150 – 190

	    Production
	8000 - 12000
	2100 – 2850

	Part 2 (End State) National Deployment
	
	

	    Development/Test
	200 - 350
	200 – 350

	    Production
	115,000
	30,000


Data Storage for the production environment must have appropriate capacity to convert FMS data to IFAS, and the relevant IFCAP data to IFAS.

Table 6: IFAS End State Performance Requirements
	IFAS End State Performance Requirements

	Business events/hour
	5500

	Transactions
	Average 3600 transactions/sec

	Pattern
	Daily

	Peak Time
	6AM to 12 PM EST

	Database Server Transactions Performance
	Maximum 1 second response

	Web Page Loading Performance
	Average 2 second load time


5.2 Operational Requirements

Operations and maintenance (O&M) support of the IFAS system shall be performed by the designated shared service provider (SSP) or contractors and Government staff designated by the IFAS project.  IFAS operational requirements, including server availability, backup schedule, and disaster recovery, are defined in Section J of the basic contract, Attachment 6, entitled “IFAS Hosting and Operations & Maintenance Requirements.”

5.3 Section 508

Section 508 of the Rehabilitation Act of 1973 requires Federal agencies to purchase electronic and information technologies (E&IT) that meet specific accessibility standards.

· IFAS shall conform to Section 508 of the Rehabilitation Act of 1973 (29 U.S.C. 794d).

· IFAS shall conform to VA Directive and Handbook 6221, Accessible Electronic and Information Technology (EIT), December 9, 2005.

The specific requirements are as follows:

· The system shall be executable from a keyboard where the function itself or the result of performing a function can be discerned textually.

· The system shall not disrupt or disable activated features of other products that are identified as accessibility features, where those features are developed and documented according to industry standards.

· The system shall not disrupt or disable activated features of any operating system that are identified as accessibility features where the application programming interface for those accessibility features has been documented by the manufacturer of the operating system and is available to the application developer.

· The system shall provide a well-defined on-screen indication of the current focus that moves among interactive interface elements as the input focus changes.  The focus shall be programmatically exposed so that assistive technology can track focus and focus changes.

· The system shall provide sufficient information about a user interface element - including the identity, operation and state of the element - to be made available to assistive technology.

· The system shall also convey information by an image in text, when an image represents a program element.

· The system shall provide the meaning assigned to an image consistent throughout an application’s performance when bitmap images are used to identify controls, status indicators, or other programmatic elements.

· The system shall provide through operating system functions for displaying text.

· The system shall make available minimum information including text content, text input caret location, and text attributes when displaying text.

· The system shall not override user selected contrast and color selections and other individual display attributes.

· The system shall provide displayable information in at least one non-animated presentation mode at the option of the user when animation is displayed.

· The system shall not use color coding as the only means of conveying information, indicating an action, prompting a response, or distinguishing a visual element.

· The system shall provide a variety of color selections capable of producing a range of contrast levels when a product permits a user to adjust color and contrast settings.

· The system shall not use flashing or blinking text, objects, or other elements having a flash or blink frequency greater than 2 Hz and lower than 55 Hz.

· The system shall provide electronic forms which allow people using assistive technology to access the information, field elements, and functionality required for completion and submission of the form, including all directions and cues.

6. IFAS Technical Architecture REQUIREMENTS

6.1 IFAS COTS Package

The contractor/SSP shall provide a financial management COTS software system to be used in providing system implementation and integration services, application management services, and technology hosting and administration.  Refer to Section J of the basic contract, Attachment 4, entitled “IFAS Business Requirements,” for the COTS package requirements.

6.2 IFAS Technical Architecture

Service Oriented Architecture (SOA) is widely adopted by industries and federal agencies to improve the responsiveness, simplify the service delivery, provide the effective and efficient information sharing, implement the standardized infrastructure, and to ensure semantic interoperability.  Federal guidelines and industry best practice on implementing an SOA reference model must be considered the preferred architectural approach when developing the IFAS architecture.

The target IFAS technical architecture shall have the following components:

· Client Tier

· Middle Tier

· Database Tier

· Integration Tier

Figure 4 below depicts their relationships and functionalities.
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Figure 4: IFAS System Components
VA Technical Reference Model and Standards Profile (TRMSP), which provides a framework description and design guidance for approved and proposed technology within VA Enterprise Architecture (EA), should be adhered to when developing the IFAS technical architecture.

Server equipment and software (such as operating systems and COTS package) will be determined by the implementer but will need to be standards based and support the integration with VA’s legacy systems.

6.2.1 Client Tier

The Client Tier is the logical layer in a distributed system that typically presents the data to and captures input from the user.  Data access in IFAS shall be accomplished using a Windows PC equipped with a Web browser or applet viewer via VA network connection.  The community of users constituting the IFAS end-user population is currently using Windows.  The ‘Typical” Desktop Platform configuration at VA is described by VA Directive 6401 as the following:

· 1 GB RAM or greater

· 80 GB hard drive or better

· 2.6 GHz 64-bit processor

· Internet Explorer 6

· Adobe Reader 6

6.2.2 Middle Tier

The Middle Tier is the logical layer in a distributed system between the client and data tier.  This tier consists of web servers, which shall deliver all financial management functionality over the Web, and application servers, which shall perform all transaction processing, business logic, workflow, and database access.  Additionally, this tier shall provide distributed transaction monitoring, load balancing, and server clustering capabilities.  This tier must be scaleable across multiple machines and provide required performance for increased user demands.

6.2.3 Database Tier

Database Tier manages the storage, retrieval, backup, recovery, replication, and distribution of financial data.  The database server can be one of the industry leading database engines and use standard SQL for database access.  This tier can be configured as a single node, or in a clustered configuration for higher availability and fault tolerance.  The Relational Data Base Management System (RDBMS) can also be configured in a parallel server configuration with multiple instances to provide fault resilience and increased performance.  This tier will be scalable and will take advantage of all available memory and Central Processing Units (CPUs) to provide maximum performance to enterprise-wide users.  The components in this tier might include the clustered database servers, concurrent process servers, or others.

Storage is the most critical subsystem of all technology components in consideration for the high availability architecture, as it encompasses all the application and financial data for the entire IFAS application.  The primary consideration for the storage is to ensure consistent, reliable data availability from storage subsystems (internal or external) attached to server platforms. The final storage solution must have adequate backup and restore capabilities, as well as inherent fault tolerance. This includes mirroring, striping and data caching.  
6.2.4 Integration Tier

This Integration Tier leverages open integration with legacy and external business applications and configurable workflow business rules to enable collaboration across specific business processes. 

VistA Interface Engine (VIE), based on Vitria Businessware, should be used as the middleware product to integrate the online interfaces between IFAS and the Vista Applications, such as  Prosthetics, Accounts Receivable, etc., in VA Medical Centers.

6.3 IFAS Environments

An environment is an integrated logical or physical set of hardware components and supporting software and data components that is used to execute applications and services in that environment.  IFAS system shall have development, test, and production environments.  Development environment is primarily used by the development team during the implementation of one or more applications and their associated work products.  The test environment is primarily used by the independent test team to perform system testing and usability testing on an application.  The production environment is primarily used to execute one or more deployed applications.

IFAS environments shall not share server hardware with each other.  In each environment, there are several instances of application databases configured to serve different purposes, refer to Figure 5.
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Figure 5: IFAS Environments
The following table describes each of the environments.  The contractor/SSP implementer shall develop a strategy to implement the actual IFAS environments, and further define the specific definition about what each area will contain for reference data or code.

Table 7: IFAS Environments

	Environment
	Purpose

	DEV - Development
	The development database to configure the COTS package

	DEMO - Demo
	Demonstration database for the COTS package

	PATCH – Demo + Patches
	The initial installed version of the COTS package and all applicable vendor patches as issued in time

	CNV - Conversion
	For development and testing of data conversion

	SBX - Sandbox
	Sandbox environment – copy of the demonstration database for experimentation

	FIT/GAP – Fit / Gap
	The copy of the demonstration database with modified setup data which is specific to customer/agency

	TEST – Testing
	Testing – initial testing of code, configuration and conversion data

	TRN – Training
	Training database – code is production ready but data can be messaged or un-messaged cross section of production data

	QA – Quality Assurance
	Used for system testing, quality assurance

	ACPT - Acceptance
	User acceptance testing

	STG – Staging
	Includes pristine production ready code but not data

	STRESS – Stress and Performance testing
	Copy of QA/ACPT used for performance/load/stress testing

	PRD – Production
	Production 


6.4 IFAS Topology

The IFAS system shall be hosted and supported by the contractor/SSP.  VA users will access the system via VA WAN.  Figure 6 depicts the end-state IFAS topology.
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Figure 6: IFAS End-State High-Level Topology
6.5 Conceptual IFAS Production System

The following diagram depicts the conceptual IFAS production system.
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Figure 7: Conceptual IFAS Production Environment Architecture
6.6 High Availability

All technology components, such as the web servers, application servers, database servers, storage systems, Local Area Network (LAN)/WAN infrastructure, must be designed with appropriate redundancy at each component level.  A disaster recovery (DR) site for IFAS shall be configured to provide a minimum required operational capability for the business continuity in case the primary site is not available.

Backup and recovery are an essential component of an enterprise system.  Advanced backup platform shall be an inherent part of the IFAS architecture.

The system shall achieve high-availability, disaster recovery, and scalability, while maintaining a sustainable operation for technology components.

7. IFAS Hosting and Connectivity

7.1 IFAS Hosting

IFAS must be hosted by a contractor/SSP in accordance with the OMB FMLoB guidance.  The hosting shall include support for development, test, production and disaster recovery environments.  In addition to hosting, the contractor/SSP shall perform operations and maintenance services of the new system, such as backup and restoration, and patch application.  Refer to Section J, Attachment 6 for detailed hosting requirements.

7.2 Connectivity from Hosting Facility to VA WAN

The contractor/SSP shall provide the resilient leased line connectivity from its hosting facilities where the IFAS servers are hosted to VA WAN gateways.  The bandwidth from the hosting facility to VA WAN must be sized based on the capacity and performance requirements specified in section 3.1.

The VA gateway locations are:

· Reston, VA

· Kansas City, MO

· Dallas, TX

· Santa Barbara, CA

7.3 Connectivity from Hosting Facility to External Systems

The SSP shall provide secure connectivity for allowing IFAS to communicate with the external systems, such as Treasury, IRS, the purchase card bank.  Bandwidth shall be sized to allow large volume printing jobs to be transferred.

7.4 IFAS Business Continuity

The business continuity environment for the IFAS application shall be consistent with a FIPS 199 high impact system.  The capabilities that shall be provided for contingency circumstances are defined in the National Institute of Standards and Technology (NIST) Special Publications (SP) 800-53 in the Contingency Planning family of controls.  The IFAS environment must include:

· Alternate storage site geographically separated from the primary storage site,

· Alternate processing site fully configured so that it is ready to be used as the operational site supporting a minimum required operational capability, and

· Primary and alternate telecommunications services to support the information system.

Section J of the basic contract, Attachment 3, entitled “IFAS Baseline Security Requirements,” defines the specifics of the security requirements.

7.5 Single Sign-On (SSO)

Single Sign-on (SSO) is a session or user authentication process that permits a user to enter one name and password in order to access multiple applications.  The SSO, which is requested at the initiation of the session, authenticates the user to access all the applications and data to what they have rights on the system, and eliminates future authentication prompts when the user switches applications during that particular session.

The contractor/SSP shall have an integrated SSO solution for IFAS and SAM, which is reliable, scalable and maintainable.  The contractor shall ensure the SSO solution is in compliance with federal and industry security regulations, such as Federal Information Security management Act (FISMA), OMB Circular 123, Sarbanes-Oxley Act (SOX), and Health Insurance Portability and Accountability Act (HIPAA).


_1272357099.vsd
IFAS

External Systems


VAMC (150+ instances)


Centralized or Regional Systems (not all in the same site)


eCMS


Prosthetics


VistA Application


SAM

Other Legacy Systems


Other VistA Apps



_1275304671.vsd
VistA Application


FMS

Other Legacy Systems


eCMS


Prosthetics


External Systems


IFCAP


AMES/MERS


VAMC (150+ instances)


Centralized or Regional Systems (not all in the same site)


Other VistA Apps


GECS

GIP


PIP



_1277540457.vsd
Mainframe


Data


VBA
Users


VACO
Users


NCA
Users


Connectivity provided by the shared service provider



_1274094506.vsd

_1274095270.vsd
Server


Minicomputer



_1265528980.vsd

