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1. Introduction
1.1 Background
History.  The Department of Veterans Affairs (VA) has a critical need for an integrated financial and logistics capability.  Such a capability would support VA’s strategic goal of delivering world-class service to veterans and their families through effective communication and management of people, technology, business processes, and financial resources.
  This capability would also support the President’s Management Agenda, with its strong emphasis on managing costs to improve results
, as well as the VA’s ‘OneVA’ initiative.

Mission.  The mission of the Financial and Logistics Integrated Technology Enterprise (FLITE) Program is to standardize functional processes and to modernize the information technology (IT) environment that supports financial and logistics management within VA.  The program has two primary components: a logistics and asset management component, referred to as the Strategic Asset Management (SAM) project, and a financial component, referred to as the Integrated Financial Accounting System (IFAS) project.  

FLITE Program Guiding Principles.  The approach used by the FLITE program is summarized in a set of key guiding principles.
  These guiding principles, approved by VA leadership, are a set of key policy statements intended to provide focus, establish standards, prescribe essential characteristics to be achieved, and describe the overarching framework within which the FLITE Program will be managed.

· People, Process and Tools, in that order, remain the three main areas of focus. 

· Leadership Involvement at all levels is paramount. 

· Standardization and Simplification of processes and data will be critical up-front work.

· Effectiveness and Efficiency in the areas of finance and logistics must be substantially improved as a result of the FLITE Program.

· Accuracy and Relevancy of generated data and reports must be achieved.

· Affordability and Compatibility remain prerequisites for IT solutions and systems implemented.

· Inclusion of the workforce and Interoperability of IT systems will be required.

· Security of data and Reliability of the IT systems implemented will be assured.  

· Ubiquity, or essential connectivity everywhere it’s needed and ability for simultaneous use on a large scale will be an inherent aspect of system implementation.

· Ease of Use will be a major consideration in system selection.

· Mindfulness of the Past will assist in avoiding previous pitfalls.

Objectives.  The long-standing objectives of the FLITE Program are to: 

· Address the existing material weaknesses in VA’s current financial systems and improve VA’s financial accountability

· Improve service to veterans by reducing financial and materiel waste across VA

· Provide timely, consistent, and reliable financial, logistics, budget, asset, and related information for management decisions

· Integrate and standardize financial and logistical processes, business practices, and data throughout VA to improve insight, understanding, and data exchange

· Standardize tools and automate systems used in similar lines of business within VA, upgrade key legacy systems, reduce training, maintenance, testing and operational costs, and retire legacy systems that are no longer required

1.1.1 Audience
The key audience members for this document are:

· SAM Pilot and Beta Implementation Contractor

· SAM National Deployment Implementation Contractor

· IFAS Implementation Contractor

· VA System Quality Assurance Services (SQAS) Group

· FLITE System Users

· VA FLITE Program Office

· Veteran Health Information Technology (VHIT)

· VA Program Management Office Support (PMOS)

· VA Austin Information Technology Center (AITC)
1.2 Purpose and Scope

The purpose of this document is to outline the strategy for testing FLITE.  This document provides a guideline for VA FLITE testing organizations to follow; it is a key artifact governing the strategic approach for developing the test plans.  It includes the assumptions and constraints used for the test activities associated with various tests.  It describes the roles and responsibilities for the personnel involved with the test activities.  In addition, it provides an overview of the iterative processes of the testing cycle, from planning tests to performing tests to closing out testing.  The types of testing targeted for FLITE are also listed and explained in this document.  Test outputs, issue resolution, and the escalation process are described as part of the overall test strategy.

The approach outlined in this document can be used for both Pilot and Beta implementations.  A revised strategy will be issued for National Deployment.
1.3 Assumptions and Constraints

The following assumptions and constraints pertain to the testing strategy:

1. SAM Testing and IFAS Testing will be conducted separately in their respective implementation timeframes, by their respective implementers, and at their respective locations. 

2. The necessary testing tools and access to these tools are available and will be provided to the test team.

3. There will be a separate test environment, accessible to the test team from VA SQAS, for conducting testing.  This test environment will be identical to the production environment in both hardware and software configurations.

4. The interfacing systems to both SAM and IFAS will provide acceptable test environment or interface simulation capability during the appropriate test periods.

5. SQAS will conduct the Independent Verification and Validation (IV&V) functions separately from the FLITE test team.  
6. The test team resources, with the roles and responsibilities outlined in Section 2.2, are available and dedicated to the FLITE test team.

7. The SAM and IFAS systems will be implemented with commercial off-the-shelf (COTS) asset management and financial applications, respectively.

8. All the requirements for both SAM and IFAS, including business requirements, system requirements, and data requirements, will be completed and managed under change management. 

9. FLITE testing should follow appropriate government mandates as documented in the requirements documents, including Rehabilitation Act of 1973, Section 508 (29 U.S.C. 794d) accessibility testing.  All tests, including User Acceptance Tests (UAT) and Security Tests, must include test cases for the validation of the government mandates.

10. SAM will be implemented using IBM Maximo software, and IFAS will be implemented using Financial Systems Integration Office (FSIO) Certified financial packages.  Testing will focus on the customization to the COTS software packaging for FLITE and will not test the delivered functionalities of the COTS software.

11. IFAS will be hosted by an approved Shared Service Provider (SSP) or at commercial site outside of VA.  The SAM Pilot and Beta will be hosted at AITC.  The SAM National Deployment hosting site has not been determined at this time.  Services provided by the SSP or AITC, such as availability of the system, as well as the physical security of the site, will not be tested separately.
12. Implementation for FLITE will be completed by Q1FY14.  The FLITE testing schedule will be consistent with the FLITE implementation schedule.  Any changes to the FLITE implementation schedule will impact the FLITE testing schedule.
13. SAM and IFAS are implemented using contractors and an SSP, respectively.  The system implementers will develop, document, and execute the FLITE testing.

2. Testing Strategy
2.1 Overview
Testing to validate the FLITE software against the approved VA requirements is an integral part of the FLITE program.  Since both SAM and IFAS are based on COTS applications, the testing will focus on:
· The configuration of the COTS applications
· The integration of the COTS applications with legacy VA applications

· The integration of SAM and IFAS (post-SAM Pilot)

· Interfaces and reports developed specifically for VA

· Validation of any newly developed extensions to the software that have been approved by the appropriate VA authority, the FLITE Change Control Board (CCB), or VA governance
· Newly-designed business processes and supporting system documentation

· System performance

· Overall system security

· Data conversion 

The mission for the FLITE testing is to:
· Assess user satisfaction – Ensure that the software satisfies the needs of the business users and allows them to perform their jobs effectively and efficiently.
· Evaluate risk – Ensure that the software provides VA’s required functionality with reliability and security.
· Identify important problems – Prioritize testing of critical functionality and areas with the highest risk.
· Discover errors – Identify defects early and before the software is released to production; identify as many defects as possible to reduce the number of defects found by the end-user.
In accordance with the VA Enterprise Architecture Technical Review, the testing strategy presented in this document addresses the following requirements:

· Describe the overall approach to testing (Section 3)

· Specify the stages of testing (Section 3)

· Specify the test types to be performed during each stage of testing (Section 4.2)

· Identify entrance criteria for beginning testing (Section 3.1-3)

· Identify pass/fail criteria for the overall Test and Evaluation (T&E) effort (Section 3.5)

· Describe techniques used to ensure traceability (Section 6.7)

· Identify any constraints of testing, e.g., government mandates, software availability, availability of testing resources, or schedule deadlines (Section 1.3)

· Identify the potential impact if the constraints are not met and indicate the stage of testing when the impact may occur (Section 1.3)

· Outline a communication plan for the T&E effort (Section 6.5)

· Describe any component that utilizes iterative development and the methodology used to close out testing if applicable (Section 3)

· Provide a post-implementation review strategy that outlines the approach for preparing, and reporting the information gathered during the production implementation review (Section 6)

Preparation for test execution begins early in the process.  Prior to the start of development, each requirement will be evaluated to ensure that it is feasible, clearly stated, unambiguous, verifiable, traceable, and testable.  Once the requirements have been approved, they will be baselined and placed under configuration control.  

The phases for FLITE testing will be identified during the design phase.  The Development Manager and Testing Manager will work cooperatively to identify the testing phases.  In each phase, the development team will deliver one or more software builds to testing.  The functionality and components to be included in a particular phase will be identified early so that the testing organization can plan appropriately.  As SAM or IFAS moves through its development life cycle, the level of testing needs will change with the maturity of the product.  

The testing organization will prepare the Master Test Plan, which will guide all testing activities for the project.  Initially, there will be a Master Test Plan for the SAM Pilot and a Master Test Plan for the IFAS Pilot.  As the program progresses into later phases, the Master Test Plan will evolve to address Beta, integration of SAM with IFAS, and National Deployment.  The Master Test Plan will provide the framework for all testing activities.  

Because of the size of FLITE, separate Test Plans are recommended for major testing activities.  For example, while the Master Test Plan for the SAM would provide an overview of all testing activities throughout the Pilot, Beta, and National Deployment, a SAM Pilot Acceptance Test Plan would detail testing activities required for acceptance.    

Throughout the continuation of testing, test cases will document the details of testing.  Test cases should be linked back to the system requirements to demonstrate traceability and coverage. 

Each testing life cycle will follow a similar progression.  Preparation for the testing will begin with the establishment of the test plan.  Test cases, test data, and test scripts will be developed.  The test environment will be prepared and the software to be tested will be migrated into this environment.  Prior to the start of test execution, the Test Manager will conduct a testing readiness review.  Testers will conduct testing and document results.  Once the exit criteria for the testing phase have been met, a formal summary report of testing will be prepared for management.

The final step of testing for each software release will be the Acceptance Test.  Acceptance testing will follow the same progression as other testing.  There will be one major difference, however.  While the testing organization may provide technical support for the Acceptance Test, the tests to be conducted are identified and performed by VA.

At the completion of each system release, a post-implementation review should be conducted to identify the project’s successes, challenges, lessons learned, and process improvement opportunities.  The outcome from the review should be used in the test planning stage of the next release to improve the test process.

2.2 Roles and Responsibilities

The following table identifies the roles and responsibilities needed to conduct the test effort.
Table 1. Roles and Responsibilities of the Test Team

	Role
	Responsibility

	Test Manager
	· Provide management oversight

· Acquire appropriate resources

· Participate in the Change Control Board
· Prepare Master Test Plan

· Ensure that test strategy and test plan are followed

· Report testing results to project management

· Provide planning and logistics support

· Coordinate with Development Manager, Data Center, Project Management Office, and other interfacing functional areas

	Test Analyst
	· Identify and define the specific tests to be conducted

· Verify the readiness of the test system

· Determine test results and evaluate fixes

· Identify test scenarios and define test details

· Document Requests for Change

· Provide input on product quality

· Prepare a detailed test plan

	Test Designer
	· Define the technical approach to the implementation of the test effort

· Define the test automation architecture

· Verify test techniques

· Define testability elements

· Provide test criteria
· Provide support for testing tools and environments

	Tester
	· Implement and execute the tests

· Document test results

· Log testing incidents

· Analyze and ensure recovery from test failures

· Report test progress

· Interface with development to facilitate steps for problem re-creation 

	System Administrator
	· Ensure that the test environment and assets are managed and maintained

· Administer access for the test system

· Install and support the recovery of the test environment and configuration

· Monitor overall system performance and availability

	Database Administrator
	· Ensure that the test database environment and assets are managed and maintained

· Support database creation and maintenance of all test instances

· Install and support the recovery of the test data

· Monitor overall database performance and availability


2.3 Additional Considerations

The following are some additional considerations and dependencies for FLITE testing:

1. Personnel participating in the testing need to be identified.  In addition to personnel from the systems implementer, FLITE will require support from legacy system personnel and from VA staff who will be responsible for conducting acceptance testing.

2. Testing personnel should be part of the integrated project team beginning with the system development phase.

3. The testing personnel must be trained on the applications that they are testing. 

4. The system requirements will need to be reviewed, approved, and available prior to development of test cases.

5. Each system interface should be documented in an Interface Control Document; this documentation should be provided to the test team prior to the development of integration test cases.  

6. The incident tracking tool and an incident management process must be in place to track and manage incidents identified during the testing phase.

7. The change management process must be in place to address any changes that are required as a result of testing.  

8. A Service Level Agreement (SLA) will be in place with the hosting data center.  The SLA will identify data center responsibilities.  Maintenance activities performed by the data center (e.g., security patches and server maintenance) will follow the procedures and service levels established by the hosting data center.

9. Issues that are identified in the Maximo software will be reported to IBM utilizing the process identified in VA’s maintenance agreement with IBM.  VA will communicate this process to the implementation contractor so that these incidents can be reported to the vendor for resolution.  The SAM project will track any Maximo defects until resolution is received from IBM.  

10. IFAS will utilize a FSIO-certified COTS product.  Issues identified in the vendor software will be reported to the vendor utilizing the process identified in VA’s maintenance agreement with the vendor.  VA will communicate this process to the implementation contractor so that these incidents can be reported to the vendor for resolution.  The IFAS project will track any vendor software defects until resolution is received from the vendor.  

11. Interface with existing legacy systems will generally utilize predefined interfacing protocols (e.g., Health Level 7).  Personnel testing these interfaces may require additional specialized training or tools.

3. Test Progression
This section describes the steps of a testing phase.  The test process includes: 

· Establish a test plan

· Prepare the test environment

· Perform the test readiness review

· Conduct the test activities

· Review the test results

· Execute the test close-out 

The process of conducting the testing and reviewing the test results to validate the results are acceptable for exiting the test process is an iterative one.  Incidents identified during the review of results are reported, resolved, and retested.  Figure 1 below illustrates this test process at a high level.

Figure 1. High-Level Test Process
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3.1 Establish Test Plan

The first step of the test progression is to conduct the test planning activities in order to establish a test plan.  The test plan describes the goals and objective of tests, the resources needed to conduct the tests, the proposed schedule for testing activities, the expected results, and the training required by testing personnel prior to execution of the tests.  The test plan identifies those areas, which will be tested and those areas that will not. For example, the test plan for functional testing will not test the performance of the system.  Therefore, test cases evaluating the response time of the system will not be included in the functional test; instead, they will be included in the performance test.  The test plan identifies the environments, personnel, equipment, and specific version of software that will be used for testing.  It matches the duration for testing to the overall schedule in order to verify the testing schedule is performed as expected.  The test plan also cites the pass/fail criteria for the tests and provides clear traceability back to the requirements.
In addition, the test plan identifies the expected knowledge, skills, and training required by the tester in order to successfully execute the test.  To reduce the time and effort spent by the development team and test team to validate the test results, it is very important the tester have the appropriate knowledge and skills.  Providing proper training to the tester up front will reduce the false test failures and help the developer in pinpointing problem areas during trouble shooting.

At the completion of this step, the test plan is distributed to stakeholders for review.  The stakeholders are expected to provide feedback and identify potential conflicts based on the details of the plan.  The Test Manager is the key interface from the test organization to resolve these issues.  Once the test plan has been reviewed and revised, the stakeholders will formally sign off on the test plan.  Acceptance of the test plan indicates the stakeholders’ agreement the plan meets the goals and objectives for the system release.

3.2 Prepare Test Environment

Based on the test plan, a test environment needs to be established in which to carry out the necessary testing activities.  Ideally, the test environment will be identical to the production environment in all respects, including hardware configuration, application software version, database sizes, and network access.  If the two environments are different, then a failure in one environment may not occur in the other environment, making isolating problems and validating fixes very difficult.  Two major activities during the preparation are determining the testing tools and creating the testing data.  These activities are described in the following subsections.  

3.2.1 Test Tools

A number of automated testing tools may be investigated to assess their feasibility for utilization in the testing.  Typically, testing tools are used for performance testing, stress testing, and regression testing.  Many of these test tools provide ways to run a repeating scenario or to emulate multiple machines operating at the same time.  The Test Designer determines what tool can be used in each type of test, and evaluates the cost effectiveness of using the testing tool versus running the test manually.  There is fair amount of overhead associated with using testing tools, including purchasing the tool, training required for testers to be proficient in using the tool, developing automated test scripts for the tool, debugging the automated test scripts, running the automated testing scripts, and capturing and analyzing the result reports.  However, the advantages of using testing tools are they can emulate multiple users performing multiple tasks simultaneously, they can be run unattended during off hours, they can be used for regression testing to verify no new defects were introduced by the latest fix, they can be used to retest following a defect fix, and they allow easy modifications of the test scripts to create new test scenarios.  A list of VA-licensed test tools can be found in Appendix A.
3.2.2 Test Data

A key activity during preparation of the test environment is to gather and manipulate test data so the expected result can be easily and quickly verified.  Various types of test data are involved in system testing, including user test data, configuration test data, database test data, interface test data, and the expected result test data used for comparison.  For functional and user acceptance testing, a set of known input data and the expected output need to be ready as part of the test entrance criteria.  For performance and stress testing, a large amount of test data may need to be injected into or sent from the system.  

In general, test data must be cleansed to remove any sensitive or private information for compliance with the Health Insurance Portability and Accountability Act (HIPAA) compliance, as well as other privacy requirements.  If the use of actual production data is critical for a specific test (e.g., a test run, which parallels production or validation of data conversion), access to the test environment (user, data, server, etc.) must be secured in the same manner as the production environment. 

3.3 Perform Test Readiness Review

Prior to executing the tests, a readiness review is conducted to determine all conditions are set to commence testing.  This review uses a checklist of activities should be completed before the start of testing and identifies the persons responsible for those activities.  The Test Manager verifies all dependencies have been met and that all the needed resources are available to start testing.  The Test Manager also checks that the testing tools and test data are ready and installed.  The test cases and schedule are reviewed to ensure that everyone on the test team agrees to their assignments and the expected duration of the tests.  Also, backup and alternative plans are discussed in preparation for handling any unforeseen condition during testing.  For example, say a new COTS software release becomes available during the execution of the tests; if a problem is found that can be fixed by the new release, how much time would be needed to upgrade the system and regression test the tests already passed?  Since testing is the last activity prior to the system release, major efforts should be made to complete testing according to schedule to prevent delay of the release to production.
At the end of the test readiness review, a go/no go decision will be made.  If the decision is go, then the testing commences.  If the decision is no go, then the stakeholders are notified, action items are assigned, a revised schedule is developed, and the project timeline is reassessed. 
3.4 Conduct Test Activities

The different types of tests that the test team will execute are listed in Section 4.2 of this document.  The test team executes the test, then analyzes and documents the test results.  The test team also works closely with the development team to report defects and test bug fixes.  The test team generates reports and works with various stakeholders during the test cycle to make sure the test is run properly.  For example, the test team may work with VA network engineers or the hosting data center during performance testing to monitor the throughput at each network segment.  

During testing, the test team identifies any dependencies from the previous test failures to determine the ability for continue testing.  For example, if the interface between SAM and another system fails during the integration test, the performance tests that utilize this interface may not be able to run.  The test team may work with the development team to use an alternative method to emulate the proper response so that testing can continue.  The Test Designer may have to modify the defined structure and work with the rest of the test team to come up with an alternative testing method.  

3.5 Review Test Results

Testers will report testing incidents in the incident tracking tool.  Typically, they assign one of four levels of severity to a problem:

· Severity 1 (Critical) – These are major system errors or data integrity errors.  Testing cannot continue until the error is fixed.  Examples include operating system failure, hardware crashes, network failure, and database crashes.
· Severity 2 (High) – These errors are errors found in high-priority functionality or serious system errors where there is a work-around to allow testing to continue.  Work-arounds could include manually moving data, modifying system or network configuration, modifying access level, applying a temporary code patch, or continuing the testing of other functionality while the incident is resolved.  

· Severity 3 (Medium) – These errors are generally errors with usability of the system.  Examples of Severity 3 failures include incorrect data sorting, improper directory or file naming convention used, unexpected selection from the user interface, and window screen location.  Severity 3 incidents are also reported when a test case for a medium priority requirement fails.

· Severity 4 (Low) – These errors are generally cosmetic errors that do not impact the functionality or usage of the system.  Examples of Severity 4 errors include errors in spelling, log file data order, display color, and font size.

The Test Manager monitors the testing progress and, at each milestone, checks the progress against the test schedule.  At the completion of each test activity, the Test Manager reviews the test results with the test team and determines if the next level of testing can start.  The test plan identifies the criteria for exiting a test milestone.  In general, all critical and high severity incidents and the majority of medium and low severity incidents should be resolved before exiting the milestone.  The Test Manager works with the Project Manager and the stakeholders to review open incidents.  If consensus cannot be reached for milestone exit, then an issue will be raised through the FLITE issue and escalation process.

3.6 Execute Test Close-Out 

At the end of each test phase, the Test Manager prepares a Test Evaluation Summary Report to document the results of the test and to obtain approvals from the Program Manager for exiting the test activities.  The Requirements Traceability Matrix (RTM) is updated by the Test Analyst with the results from the corresponding test cases.  The test team places the appropriate test procedures and products in the test repository.  The test team also participates in any post-implementation reviews held at the end of the release in order to identify lessons learned during the testing phase.  

4. Test Activities

4.1 Test Levels

Testing occurs at different stages of the software lifecycle.  The levels of testing described in this section track the maturity of the product as it moves through its development life cycle and enable appropriate validation of system functionality.  

In referring to the testing levels, this section uses terminology as defined in IEEE Standard 1012-2004, IEEE Standard for Software Verification and Validation:

· Component Testing

· Integration Testing

· System Testing

· Acceptance Testing

Other testing methodologies may refer to these test levels by different names and some methodologies may expand these levels.

The levels of testing identified are not meant to imply that FLITE testing will occur in four discrete, sequential phases.  For example, in an iterative approach, any level of testing might occur in a particular implementation phase.  The systems integrator will identify the testing phases that will occur in a particular software release, making sure to address all levels of testing.  In addition to the required testing levels, IV&V and a Security Control Assessment (SCA) are required prior to each major software release to production.  Both of these activities will be performed by independent entities.

4.1.1 Component Testing 

Component testing is “testing of individual hardware or software components or groups of related components.”  Component testing is frequently referred to as unit testing.

Component testing is the responsibility of the development organization.  Component testing is testing of a single program, module, or method.  It is typically performed by the individual who modified the software.

Component testing of COTS-based applications will focus on newly developed software rather than the functionality included in the baseline version of the software product.  The component test should strive to execute each new or modified line of code.

Component testing will also be conducted on any software developed to support the data conversion process.

VA legacy applications will also be expected to component test any modifications made to the software in support of SAM or IFAS.
4.1.2 Integration Testing

Integration testing is “testing in which software components, hardware components, or both are tested to evaluate the interaction between them.”

Integration testing is generally the responsibility of the testing organization; however, some integration testing may be performed by the development organization.  For example, development may test a build prior to delivering it for system test.   Generally, progressively larger groups of components are tested together.  The test plan will address the approach for integration of components in the testing environment.

4.1.3 System Testing
System testing is “testing conducted on a complete integrated system to evaluate the system’s compliance with its specified requirements.”

System testing evaluates the complete system.  Business processes that involve inputs and/or responses from another system are validated.  End-to-end scenarios are executed to check the data flow and accuracy.  System testing should also address physical access to the system, including integration with Lightweight Directory Access Protocol Directory Services and remote access.  In addition, system testing validates the business functional areas such as help desk, training, network support, vendor support, and data center support, which support the FLITE system.  System testing is the responsibility of the testing organization.  

4.1.4 Acceptance Testing
Acceptance testing is “formal testing conducted to determine whether or not a system satisfies its acceptance criteria and to enable the customer to determine whether or not to accept the system.”

Acceptance testing is generally the final testing phase prior to software deployment.  In this phase, a set of tests are executed by representatives from the end-user organization.  The goal of this testing is to verify that the software can be used by end-users to perform the functions for which it was built.

VA is responsible for identifying the scenarios to be tested and for validation of the results.  The testing organization will provide support for this test.  This may include setting up the test environment, developing any required scripts, and providing technical assistance.

4.1.5 Independent Verification and Validation

IV&V comprises “verification and validation processes performed by an organization with specified degree of technical, managerial, and financial independence from the development organization.”  IV&V is not a phase or level of testing but rather a set of independent activities.  IV&V may include review of testing activities and may require cooperation from the testing organization.  For example, IV&V may observe a test or examine results from testing as part of their verification and validation of the system.  Any issues identified by the IV&V organization will be reported and tracked.  

4.1.6 Security Control Assessment

SCAs evaluate a system’s overall system security controls.  

SCAs will be conducted, as appropriate, on the Pilot, Beta, and National Deployment versions of the systems to support the granting of Approval to Operate (ATO) at each milestone.  The results of the SCA will be used to populate the system’s Plan of Action and Milestones (POA&M) that will state the vulnerabilities identified and the mitigating activities that need to be accomplished in order to improve protection for the systems and to reduce system risk to an acceptable level.  Additionally, SCA results and the POA&M will be included in the ATO package that is sent forward for signature by the Approving Authority.
4.2 Test Types

The following subsections provide high-level descriptions of various types of testing expected for the FLITE program.  These types of testing address the validation of the various categories of system requirements. 
4.2.1 Functional Testing
Functional testing focuses on validation of the functional requirements for the system.  It validates that the system functions as intended, provides the required services, allows the creation of business workflows, and contains the necessary security and data safeguards.  It includes the testing of business processes, performance of administrative tasks such as defining users and groups, validation of access level for specific roles, configuration for enabling and disabling system functions, and performance of ad-hoc testing to try to “break” the system.  Since both SAM and IFAS are COTS products, the functional test will concentrate on validating the functional requirements defined by VA rather than on the general features of the COTS product.  Special attention will be paid to the custom developed application code, user interface, and database scripts.

For FLITE, functional testing will focus on the testing of:

· Functional requirements 
· Business processes
· Reports that will be used by VA
4.2.2 Usability Testing
Usability testing focuses on the ease-of-use of the system.  It concentrates on the user interface, display consistency, on-line and context-sensitive help, user documentation, and training material.  Usability testing includes testing for 508-compliance in order to verify that the systems can be accessed and used by those with disabilities.  During usability testing, a representative set of use cases is developed and run through the system to validate the user steps in the corresponding workflow processes.  Usability testing also covers errors checking and handling.  This includes ensuring that:

· Error messages are informative, accurate and actionable

· The system can recover from an error

· Multiple levels of help are available

For FLITE, usability testing will focus on compliance with 508 requirements, usability requirements, on-line messages and help, user documentation, and training material.
4.2.3 Performance Testing
The objective of performance testing is to determine whether the system can effectively process transactions, under expected normal and peak workload conditions, within the expected response time.  It also validates that all key performance metrics specified in the baseline performance requirements are met.  Key areas that are investigated include: 

· Hardware resources such as memory, hard drive, and processors
· Software configuration such as processes, threads, and queue depth
· Database utilization such as locks, queries, and table structures
· Network resources such as bandwidth, availability, and hops
A performance profile and a set of bench mark measurements are collected at the end of performance testing for the purpose of future performance tuning.

Performance testing also includes stress testing, which focuses on assessing the performance and reliability of the system under abnormal conditions.  Stress testing categories include load test, capacity test, contention test, and volume test.  The load test measures the deterioration of system performance under a heavy transaction load over extended periods of time to determine system thresholds and the breaking point.  The capacity test applies incremental transactions to the system to determine the maximum load the system can handle before response times reach an unacceptably degraded level or bring about a system failure.  The contention test determines whether there will be any competition for resources among the applications that share infrastructure components.  The volume test induces simultaneous entry of a high volume of transactions or a specified number of users to verify the effect of a peak load on system performance.  All response times are then compared with the requirements to determine whether the system can meet its target performance.  

For FLITE, performance testing will focus on performance and reliability requirements.
4.2.4 Security Testing 

Both FLITE Systems, SAM and IFAS, are considered Federal Information Processing Standards Publication 199, Standards for Security Categorization of Federal Information and Information Systems, high potential impact systems.  Because FLITE is a high-impact system, security controls for it are defined as a minimum set of functions for systems in the National Institute of Standards and Technology Special Publication 800-53, Rev-2, December 2007, Recommended Security Controls for Federal Information Systems.  Additionally, VA has security controls required of its systems as defined in the VA Directive and Handbook 6500, Information Security Program.  The specific controls for SAM and IFAS will be defined in the requirements documents for each of the systems and the controls will be tested prior to operational use of the system at each of the major modification points in the system’s life cycle.  
For FLITE, security testing will focus on security requirements.
4.2.5 Regression Testing
Regression testing focuses on validating that previously implemented components still work with the most recent changes.  Tests from various test types are collected for the purpose of repeating them in order to provide suitable coverage that ensures the health of the system.  It is ideal to have an automated tool to run the regression test, which creates a quick baseline on what may or may not still work.  Regression testing can also be used to gauge the improvements or degradation caused by the newly introduced modifications.  A regression test is typically tied to each system release.  It is run at the beginning of the test cycle, using the previous release’s regression test set to baseline the system.  Then a new set of regression tests is run at the end of the test cycle to demonstrate the passing results of the current release.
For FLITE, regression testing will be needed when multiple drops of the software are delivered from development, or when a new release of software is being tested.  In both cases, regression testing will include testing of all categories of requirements, including testing of functional, usability, reporting, and security requirements.

4.3 Test Types by Test Level

The following table shows the levels at which each type of testing generally occurs.

Table 2. Test Types by Test Levels

	
	Component Test
	Integration Test
	System Test
	Acceptance Test

	Functional Test
	
	
	
	

	Usability Test
	*
	*
	
	

	Performance Test
	*
	*
	
	**

	Security Test
	*
	*
	
	**

	Regression Test
	
	
	
	


Notes: 

*While some usability, performance, and security testing can be performed at the component or integration level, the majority of testing is performed at a system level.

** While performance and security testing results are evaluated as part of the acceptance criteria, the acceptance test generally focuses on functionality and usability.  

5. FLITE Testing 

The two components of FLITE – SAM and IFAS – are implemented in phases and therefore require separate testing that will involve different testing organizations.  These organizations include participants from the FLITE project team, implementation contractors, VHIT, SQAS, AITC, end-users, and PMOS.  In addition, there are three phases of implementation for each of SAM and IFAS projects – Pilot, Beta, and National Deployment.  Each phase will have its own test plan and test environment.  The current plan is to implement IFAS by replacing the current Financial Management System (FMS) component first, then the Integrated Funds Distribution, Control Point Activity, Accounting & Procurement Package (IFCAP) component, at the same time as the Pilot, Beta, and National Deployment phases of SAM are implemented.  Hence, it is important to recognize that the systems involved, and the configuration of these systems, will be different for each phase of the testing.  

The following diagram captures a concept of the relationship between the FLITE test strategy and test plan.  The test activities in this diagram represent only non-specific examples.  The SAM and IFAS implementers will work in conjunction with the FLITE project team, SQAS, PMOS, and other VA organizations to determine the proper tests under each Master Test Plan.

Figure 2. Sample Test Strategy and Test Plan Organization
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The sections below describe the SAM and IFAS testing approaches and the FLITE organizations involved and present a high-level testing timeframe for SAM and IFAS.

5.1 SAM Testing Approach

The Pilot implementation of SAM will be in Milwaukee, Wisconsin.  Afterwards, SAM will be deployed at multiple selected Beta sites, followed by a roll-out to more than 150 VA sites nationwide.  Since SAM is a centralized, web-based system, each phase of the deployment may add some additional functionality unique to the specific implementing site as well as integration points from a set of capabilities within the system.  With FLITE, Beta phase testing builds on the success of Pilot phase testing, and National Deployment builds on the success of Beta phase testing.  Each later phase will validate the previous phase’s completion by running a set of regression tests rather than repeating all the tests.  Focus for follow-on phase testing will be on identifying the areas changed from the previous phase and concentrating the testing on those areas.  Therefore, for the Pilot phase, all test types, with the exception of regression tests, will be executed.  For the Beta phase, a set of regression tests will first be run in order to ensure that the Pilot phase capabilities are not impacted, and then the test team will execute tests for the new functionalities, verifying that performance and security are not impacted.  Similarly, testing for the National Deployment will concentrate heavily on performance and regression testing and to a lesser extent on functional testing.   

Each phase of SAM implementation can be further divided into stages.  For example, the SAM Pilot phase contains two stages – Stage 1 implements item maintenance, vendor maintenance, non-expendable inventory, manual purchase requests, etc., and Stage 2 includes expendable items, prosthetics inventory, IFCAP integration, etc.  Appendix B shows the roll-out plan for SAM and, at a high level, describes the components that each phase implements, replaces, interfaces with, converts, and/or trains.  Testing will be conducted at the end of each stage and each phase to validate that the targeted functionality has been implemented.  Hence, a separate test plan will be developed for each stage/phase and become part of the Master Test Plan.

5.2 IFAS Testing Approach

The IFAS implementation also consists of phases; the current plan is to replace the centralized FMS first, then replace the IFCAP systems at each site.  During the IFAS Pilot, the Franchise Funds will be established and a number of systems will be integrated with IFAS.  It is important to recognize that both SAM and IFAS are being deployed to multiple sites during testing.  A strong configuration management and change management process will be required to ensure the stability and proper version control of the systems during testing.  SAM will be rolling out to multiple sites, especially during the IFCAP replacement phase.  IFAS may need to perform regression tests on the deployed sites, or even integration tests if a major functional changed is imposed by SAM.  Coordination between the FLITE systems and other VA systems implementations is also vital.  IFAS interfaces with many VA legacy systems (e.g., Veterans Health Information Systems and Technology Architecture applications).  If any of these legacy systems are being updated as IFAS is being implemented, additional analysis must be performed to assess the potential impacts on IFAS testing.  

Finally, depending on where the IFAS and SAM systems are being hosted, additional testing effort may be required during re-hosting.  It is possible that SAM Pilot and Beta will be at a hosting site different from the final deployment hosting site.  This re-hosting of SAM will require a separate effort to ensure that the transition from one hosting site to another appears seamless to the users.  Also, security testing will need to be conducted at the new hosting site to ensure compliance with all VA and government regulations.

5.3 FLITE Organizational Roles

The following table lists FLITE organizations that will be involved in testing together with their respective roles and responsibilities and a description of impacts on each organization.

Table 3. FLITE Organizational Roles

	Organization Name
	Roles and Responsibilities
	Impact Areas

	SAM Pilot and Beta Implementation Contractor
	Perform all assigned levels of testing and provide test artifacts to FLITE PMOS.  Create and maintain test environments and manage test data and test resources for the SAM Pilot and Beta implementations.  Ensure that SAM Pilot and Beta portions of the overall FLITE test plans are followed and that testing activities are within budget and schedule.  Participate in change management and configuration management processes. 
	Overall FLITE test schedule, budget, and resources

	SAM National Deployment Implementation Contractor
	Perform all assigned levels of testing and provide test artifacts to FLITE PMOS.  Create and maintain test environments and manage test data and test resources for the SAM National Deployment.  Ensure that the SAM National Deployment components of the overall FLITE test plans are followed and that testing activities are within budget and schedule.  Participate in change management and configuration management processes. 
	Overall FLITE test schedule, budget, and resources

	IFAS Implementation Contractor
	Perform all assigned levels of testing and provide test artifacts to FLITE PMOS.  Create and maintain test environments and manage test data and test resources for the IFAS implementation.  Ensure that the IFAS components of the overall FLITE test plans are followed and that testing activities are within budget and schedule.  Participate in change management and configuration management processes. 
	Overall FLITE test schedule, budget, and resources

	SQAS
	Perform independent testing in a separate IV&V test environment.  Perform Systems Quality Assurance activities and Systems Integration Testing.  Provide System Integration Test Plan and Release Plan.  Manage and provide access to VA-approved testing tools. 
	System quality assurance, test activities, environment, and schedule; VA testing tools

	FLITE Users
	Participate in creation, execution, and validation of User Acceptance Testing.  Review test artifacts provided by the implementation contract(s).  Ensure that business processes and practices are integrated in the testing scenarios.   
	System functionalities and usability

	VA FLITE Program Office
	Provide strategic approach to FLITE testing.  Participate in various test activities requested by FLITE PMOS.  Work closely with SQAS in FLITE IV&V activities.
	System quality assurance and test activities planning

	VHIT 
	Provide access to legacy systems and expertise for integration testing.  Administer appropriate test environments, data, and users for testing.
	Systems integration/ interface

	PMOS
	Manage the testing resources and coordinate the testing schedule with other organizations, including legacy system testing organizations.
	Testing personnel, environments, and overall project schedule; change management

	AITC
	Provide IT infrastructures and host operating environments for SAM Pilot and Beta implementations.  Provide physical access to the test environment if needed.
	IT infrastructures, environment, and physical and network security


5.4 High-Level FLITE Test Timeframe

The following table depicts the high-level FLITE notional testing timeframe and the proposed test level and types performed during various phases/stages.  As indicated in the table, each stage of the Pilot, as well as Beta and National Deployment, should include Acceptance Testing.  However, not all the test levels and types need to be performed at all the phases/stages.  For example, functional and performance tests are required for SAM Pilot Acceptance Testing but only performance tests are necessary for National Deployment Acceptance Testing. The notional timeframe is based on the current known schedule. The schedule may vary upon award and the implementer may have additional recommendations. 

Table 4. FLITE Project Test Levels and Test Types Mapped to Notional Implementation Timeline

	Project
	Phase
	Stage
	Notional Timeframe
	Testing Timeframe
	Proposed Testing Level and Types

	SAM
	Pilot 
	Stage1
	Q2FY09 to Q3FY09
	Q1FY09
	Component Testing – Functional, Usability

	
	
	
	
	Q2FY09
	Integration Testing

System Testing – Functional, Usability, Performance, Security

IV&V 

Security Control Assessment

Acceptance Testing – Functional, Usability

	
	
	Stage 2
	Q3FY09 to Q1FY10
	Q3FY09
	Component Testing – Functional, Usability

	
	
	
	
	Q4FY09
	Integration Testing

System Testing – Functional, Usability, Performance, Security, Regression

IV&V

Security Control Assessment

Acceptance Testing – Functional, Usability

	
	Beta
	
	Q1FY10 to Q4FY10
	Q1FY10
	Component Testing – Functional, Usability

	
	
	
	
	Q2FY10 to Q4FY11
	Integration Testing

System Testing – Regression and any new Functional, Usability, Performance, Security 

IV&V 

Security Control Assessment

Acceptance Testing – Functional, Usability

	
	D&V
	
	Q1FY11
	Q1FY11
	System Testing – Performance, Regression

Security Control Assessment

IV&V

Acceptance Testing – Functional, Usability

	
	National Deployment (ND)
	
	Q3FY11 to Q2FY13
	
	System Testing – Performance, Regression

Security Control Assessment

IV&V

Acceptance Testing – Functional, Usability

	IFAS
	FMS Replacement Pilot/Beta
	Stage 1
	Q1FY10 to Q4FY10
	Q1FY10
	Component Testing – Functional, Usability

	
	
	
	
	Q2FY10
	System Testing – Functional, Usability, Performance, Security

IV&V

Security Control Assessment

Acceptance Testing – Functional, Usability

	
	
	Stage 2
	
	Q3FY10
	Component Testing – Functional, Usability

	
	
	
	
	Q4FY10
	Integration Testing

System Testing – Regression, Functional, Usability, Performance, Security

IV&V 

Security Control Assessment

Acceptance Testing – Functional, Usability

	
	FMS Replacement ND
	
	Q1FY11 to Q4FY11
	Q3FY11
	System Testing – Performance, Regression

Security Control Assessment

IV&V 

Acceptance Testing – Functional, Usability

	
	IFCAP Replacement Development
	
	Q1FY10 to Q3FY11
	Q2FY11
	Component Testing – Functional

	
	IFCAP Replacement Pilot
	
	Q3FY11 to Q2FY12
	Q4FY11
	Component Testing – Functional, Usability

	
	
	
	
	Q1FY12
	Integration Testing

System Testing – Functional, Usability, Performance, Security

IV&V 

Security Control Assessment

Acceptance Testing – Functional, Usability

	
	IFCAP Replacement ND
	
	Q2FY12 to Q1FY14
	Q4FY13
	System Testing – Performance, Regression

Security Control Assessment

IV&V

Acceptance Testing – Functional, Usability


6. Test Artifacts

The artifacts produced during the testing effort provide visibility into the effectiveness of the test effort as well as the quality of the system delivered.  A set of reports summarizing the results of testing is produced at the end of a testing milestone.  Communication throughout the process is important to ensure that proper focus is placed on fixing the critical problems and that issues are resolved or escalated.

6.1 Test Plan

The purpose of the test plan is to:

· Prescribe the scope, approach, resources, and schedule of the testing activities

· Identify the items to be tested, the features to be tested, the testing tasks to be performed, the personnel responsible for each task, and the risks associated with this plan.

The remainder of this section discusses the Master Test Plan and Test Plans, following the guidance and definitions provided in IEEE Standard 829-1998, IEEE Standard for Software Test Documentation.

6.1.1 Master Test Plan
The Master Test Plan provides the framework for all levels and types of testing.  It defines the testing goals, approach, resources, schedule, and deliverables that guide the overall testing of the project.  The Master Test Plan also identifies the milestones at which testing progress will be assessed and reported including close out activities.  Creation of the Master Test Plan is the responsibility of the Test Manager.  It must be approved by the project and program prior to the start of testing. 

At a minimum, the Master Test Plan shall address the areas identified in IEEE Standard 829-1998.  These include:

· Test Plan identifier
· Introduction
· Test items
· Features to be tested
· Features not to be tested
· Approach
· Item pass/fail criteria
· Suspension criteria and resumption requirements
· Test deliverables
· Testing tasks
· Environmental needs
· Responsibilities
· Staffing and training needs
· Schedule
· Risks and contingencies
· Approvals
Initially, there will be a Master Test Plan for the SAM Pilot and a Master Test Plan for the IFAS Pilot.  As the program progresses into later phases, the Master Test Plan will evolve to address Beta, integration of SAM with IFAS, and National Deployment.

6.1.2 Subordinate Test Plans
Because of the size of the FLITE program, a separate test plan for each major release milestone is recommended.  If this approach is taken, the Master Test Plan will address the overall framework for all phases of testing and each subordinate plan will provide the details, focusing on a particular testing phase and/or software release.  For example, a UAT Plan might define the detailed schedule for the UAT phase of testing whereas the Master Test Plan would describe the high-level schedule (e.g., start and end dates) and the dependencies and relationship of the UAT to other phases of testing.

The Master Test Plan will identify any required subordinate test plans.

6.2 Test Specification

Test specifications define a specific set of inputs, conditions, and expected results that are used to validate a requirement.  The test specifications are to be documented prior to test execution.  Test suites, used to group a collection of test cases together, can be useful for sequencing of execution. 
IEEE 829-1998 defines three document types that make up the test specification.  They are:

· Test design specification

· Test case specification

· Test procedure specification

6.2.1 Test Design Specification

“A test design specification refines the test approach and identifies the features to be covered by the design and its associated tests.  It also identifies the test cases and procedures, if any, required to accomplish the testing and specifies the feature pass/fail criteria.”
6.2.2 Test Case Specification

“A test case specification documents the actual values used for input along with the anticipated outputs.  A test case also identifies constraints on the test procedures resulting from the use of that specific test case.  Test cases are separated from test designs to allow for use in more than one design and to allow for reuse in other situations.”

Each test case should be uniquely identified.  The test case description also provides key points of observation and control and any pre- and post-conditions.  The test case description specifies the user input values and the location where the values need to be entered.  

An important objective of testing is to assess whether the delivered software satisfies the requirements.  Test cases will be traced to requirements and the results will be documented.  While requirements are an important source of test cases, they are not the only source.  For example, requirements generally focus on what the system should do (positive testing) and not on what the system should not do (negative testing).  The test designer must think beyond the requirements in order to develop a comprehensive set of test cases.
6.2.3 Test Procedure Specification
“A test procedure specification identifies all steps required to operate the system and exercise the specified test cases in order to implement the associated test design.  Test procedures are separated from test design specifications as they are intended to be followed step by step and should not have extraneous detail.”

Test procedures are often referred to as “test scripts.”  A test script may either be a set of written instructions to be executed manually or a set of computer-readable instructions executed by an automated testing tool. 

6.3 Test Item Transmittal Report

“A Test Item Transmittal Report identifies the test items being transmitted for testing in the event that separate development and test groups are involved or in the event that a formal beginning of test execution is desired.”

When software is ready to be migrated to the test environment, the development team will provide the test team with a report of the items which will be migrated for testing.  This should include such information as the software version / build and the status of the items being delivered.  It may also include additional information such as the defects corrected by the build or change requests included in the build.  This information will be reviewed by the testing manager as part of the evaluation of test readiness.

6.4 Test Log

“A Test Log is used by the test team to record what occurred during test execution.”

The test results are the determined by analyzing the raw data from the testing logs and other testing outputs.  After running the test, the actual outcome is compared with the expected outcome.  The result (pass or fail), tester, and date/time are logged.

If the test fails, then the tester records additional information.  This includes documentation of the condition, interface location, test steps, and any displayed error message.  The tester should provide as much information as possible about the failure.  This will assist the developer in locating the source of the failure.  When appropriate, the tester should also rerun the test to determine if the failure is a consistent failure or an intermittent failure.  Test failures will be recorded in the incident tracking tool.  Critical issues will also be reported immediately to the Testing Manager. 
6.5 Test Incident Report

A Test Incident Report documents “any event that occurs during the testing process that requires investigation.”

All incidents identified during the testing phase shall be documented in Rational ClearQuest, the incident tracking tool selected by VA.  The initial report shall describe the incident in detail and assess the impact.  Incidents will be routinely reviewed by the Test Manager (or an individual/role identified in the test plan) and assigned to the appropriate team or individual for resolution.  On resolution, the cause of the incident and actions taken to resolve it will be documented.

While the incident tracking tool is the formal communication vehicle between the test team and the development team, emails and phone calls will sometimes be needed for clarification and demonstration.  The tester should notify the Test Manager immediately for any critical issue found during testing.  The Test Manager needs to communicate the problems to stakeholders and seek resolution as soon as possible.  The Test Manager will provide a regular status report to project management and raise any issues or risks identified during testing.
6.6 Test Summary Report

“A Test Summary Report summarizes the testing activities associated with one or more test design specifications.”

The Test Summary Report will be used as a tool to communicate the results of testing activities to management and stakeholders.  This report will assist FLITE management and stakeholders in understanding the progress of testing and in assessing the risks.

The Master Test Plan will identify the milestones at which a Test Summary Report will be produced.  This report will summarize the test results, including statistics on test cases executed, test cases passed, test cases failed, incidents reported, incidents unresolved, and any decisions made during the testing that may impact the results.  It will also include an assessment of testing progress against the test plan, evaluate test items and risks, and summarize testing activities and events.

6.7 Requirements Traceability Matrix
Each requirement should be validated by one or more test cases.  Test cases written to cover requirements should be linked back to the relevant system requirement.  This mapping ensures that the requirement validation is built into the system testing.  The RTM will capture the linking of test cases to requirements.

6.8 Test Outputs

Test outputs are the raw data that is produced as a result of test execution.  They may include logs from the system or from automated testing tools, output files, screen captures, etc.  Outputs from testing are often retained to satisfy audit requirements (e.g., to provide evidence of test execution).

For FLITE, the test plan will identify the specific test execution products that will be retained to provide evidence of test execution and results.  Additionally, the testing organization will retain testing artifacts that are requested by the IV&V team.
6.9 Issue Resolution and Escalation

It is the Test Manager’s responsibility to remove any roadblocks and to acquire the necessary resources for problem resolution.  All problems that arise during testing are to be handled in accordance with the established test incident management process.  If development and testing disagree on whether a test result is a failure, the problem should be escalated to the Development Manager and Test Manager for discussion.  If they are unable to resolve the issue, then the issue will be reported to the Project Manager, who will work with other stakeholders to obtain resolution or to escalate the issue following the FLITE issue and escalation process.

Appendix A. Test Tools
VA uses the Rational software from the IBM Rational Suite.  The Rational Suite includes the following components related to quality assurance:

	Tool
	Purpose of Tool
	Version

	Rational Requisite Pro
	Requirements management and traceability
	V7.01

	Rational Test Manager
	Management of test activity, execution, and reporting
	V7.01

	Rational Functional Tester
	Automated functional testing and regression testing
	V 7.0.1

	Rational Manual Tester
	Manual test authoring and execution
	V 7.0.1

	Rational Performance Tester
	Multi-user load testing and performance testing for web scalability
	V 7.0.2 

	Rational ClearQuest
	Tracking incidents/defects to resolution
	V 7.0.1

	Rational ClearCase
	Version control/management of changes to configurable items
	V 7.0


AITC utilizes the Unicenter ServicePlus Service Desk application for tracking and monitoring defects, incidents, and change orders for all systems managed by the AITC. 
Appendix B. SAM Rollout Plan
	CY ’08
	CY ‘09
	CY ‘10
	CY ‘11
	CY ‘12
	CY ‘13

	FY ‘09
	FY ’10 – Q2FY ’11
	Q4FY ’11– Q1FY ‘13

	PHASE I
	PHASE II
	PHASE III

	PILOT 
	BETA 
	NATIONAL DEPLOYMENT

	Stage I
	Stage II 
	Beta
	Validate
	

	Sites
	Sites
	Sites

	1 VHA site
	Beta – 4 VHA, 3 VBA, and 3 NCA sites

Beta Validation – 3 sites
	Remaining sites [appropriate groupings]

	Implement /Operate
	Implement/Operate
	Implement/Operate

	· Item maintenance

· Interim vendor maintenance

· Non-expendable items inventory

· Equipment management and maintenance

· Asset Purchase Request (manual)

· Reports and queries

· Handheld solution, enable handheld devices
	· Expendable items inventory

· Prosthetics inventory

· Automated purchase requests

· Reports and queries

· Operation and maintenance of Stage I 

· Handheld solution, enable handheld devices 
	· Minor updates to Pilot functionality

· IFAS Integration solution

· Enable handheld devices

· Operation and maintenance of Pilot

· Development of set of repeatable steps for National Deployment

· Validation of the set of repeatable steps
	· Very minor updates

· Enable handheld devices

· Operation and maintenance 



	Replace
	Replace
	Replace

	· AEMS / MERS

· ETI

	· GIP
· PIP
	· AEMS / MERS

· GIP

· PIP

· Q-Quest/Atlas (NCA)
	· AEMS / MERS

· GIP

· PIP

· Q-Quest/Atlas (NCA)

· [DynaMed – one site]

	Interfaces
	Interfaces
	Interfaces

	· IFCAP and NIF for item maintenance

· IFCAP and FMS for vendor maintenance

· FMS fixed assets 

· CLRS

	· IFCAP-Purchasing and Fund control

· Surgery

· PoU

· Pharmacy

· Prosthetics


	· IFCAP for item maintenance

· IFCAP for vendor maintenance

· IFCAP purchasing

· IFCAP fund control

· Surgery

· PoU
· Pharmacy

· Prosthetics

[The above will be developed during Pilot but need to enabled for Beta sites]

· IFAS – Purchase Request, Fixed Asset, Vendor
	· IFCAP for item maintenance

· IFCAP for vendor maintenance

· IFCA purchasing

· IFCAP fund control

· Surgery

· PoU

· Pharmacy

· Prosthetics

· IFAS – Purchase Request, Fixed Asset, Vendor, Accounting information

[The above will be developed during Pilot and Beta but need to enabled for ND sites]



	Data Conversion
	Data Conversion
	Data Conversion

	· Data conversion for each site for each systems being replaced

· Data cleansing for upcoming Beta sites
	· Data conversion for each site for each system being replaced

· Data cleansing for upcoming ND sites
	· Data conversion for each site for each system being replaced

· Data cleansing for upcoming ND sites

	OCM and Training
	OCM and Training
	OCM and Training

	· Conduct OCM activities

· Design, develop, and conduct training
	· Conduct OCM activities

· Conduct training
	· Conduct OCM activities

· Conduct training


Acronyms

	Acronym
	Definition

	AEMS/MERS
	Automated Engineering Management System/Medical Equipment Reporting System

	AITC
	Austin Information Technology Center

	ATO
	Approval to Operate

	CCB
	Change Control Board

	CLRS
	Clinical and Logistics Report Server

	COTS
	Commercial Off-the-Shelf

	D&V
	Demonstration and Validation

	ETI
	Equipment Turn In

	FSIO
	Financial Systems Integration Office

	FLITE
	Financial and Logistics Integrated Technology Enterprise

	FMS
	Financial Management System

	GIP
	Generic Inventory Package

	IFAS
	Integrated Financial Accounting System

	IFCAP
	Integrated Funds Distribution, Control Point Activity, Accounting & Procurement Package

	IT
	Information Technology

	IV&V
	Independent Verification and Validation

	NCA
	National Cemetery Administration

	OCM
	Organizational Change Management

	PIP
	Prosthetic Inventory Package

	PMOS
	Program Management Office Support

	POA&M
	Plan of Action and Milestones

	PoU
	Point of Use Systems – Omnicell or Pyxis

	RTM
	Requirements Traceability Matrix

	SAM
	Strategic Asset Management

	SCA
	Security Control Assessment

	SLA
	Service Level Agreement

	SQAS
	System Quality Assurance Services

	SSP
	Shared Service Provider

	T&E
	Test and Evaluation

	UAT
	User Acceptance Test

	VA
	Department of Veterans Affairs

	VBA
	Veterans Benefits Administration

	VHA
	Veterans Health Administration

	VHIT
	Veterans Health Information Technology


� VA Strategic Plan FY 2006-2011.


� President’s Management Agenda, http://www.va.gov/budget/report/HTML/management-discussion-analysis/agenda/index.html.


� FLITE Program Guiding Principles, Presentation for the Office of Management and Budget, March 21, 2006.


� As cited in the VA Inspector General Report No. 03-01237-21, November 14, 2003.  Office of Management and Budget Circular A-127 further clarifies the business need “to carry out financial management functions, manage financial operations of the agency and report on the agency’s financial status to central agencies, Congress and the public.”
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