Minutes of the TIWG Routine Meeting held 1 April 1996.


This meeting was a routine meeting under the Technical Integration Working Group (TIWG) charter.  A list of the attendees is included at the end of this document.


Voting Members:


Gary Jewell, DMIM


MAJ Al Alford, Air Force


LCDR Frank Bunn, Navy


LTC Paul Ferrel, Army


1.	The first item on the agenda was old business.


(a)  Minutes of Last Meeting


The 4 March 1996 TIWG Routine Meeting minutes were approved.  An electronic copy of these minutes is available on the HA/OA ftp server (ftp://ftp.ha.osd.mil/pub/TIWG/0496/min0396.doc).


(b)  Subgroup Composition


EDS was added to the subgroup for DNS Issues and Network Security Initiatives. Names of the new members will be submitted at a later date.  It was suggested and agreed that Dave Leapley and Nancy Ross would serve as co-chairs of the Network Security Group.


(c)  Domain Name Service Issues


There was a brief discussion on DNS.  Many members are still reviewing the subject.  SAIC continues research and discussions with DISA regarding firewalls.  Tripler has difficulties with network security and are re-evaluating their remaining server. As security is still an issue, additional data continues to be gathered regarding DNS and firewalls. This subject will be discussed at a later date.


(d)  Network Operating System (NOS) Comparison


Dr. Martin has directed DMIM to provide guidance on NOSs.  Northrop Grumman is continuing their evaluation, with results to be provided to DMIM on 5 April.  These results will be provided to the Services prior to the May TIWG meeting, and Northrop Grumman will present the results in a briefing at the May meeting.  COL Baker had offered a copy of the MEDCOM NOS evaluation to DMIM to assist with Northrop Grumman’s evaluation; LTC Ferrel agreed to provide Northrop Grumman with a copy.


2.  	The second item on the agenda was an information briefing on the proposed Tri-Service Medical Systems Support Center.  A briefing on this concept was provided by Captain Mike Datena of MEDSITE.  An electronic copy of this briefing is available on the HA/OA ftp server (ftp://ftp.ha.osd.mil/pub/TIWG/0496/tmssc3.ppt).


The USAF Medical Systems Integration and Training Element (MEDSITE) provides application support for ADS and other ambulatory data systems, DBSS/T-DBSS, CHCS, and DMLSS and other logistics systems. The help-desk-type staff, with their various expertise, uses a “Team Mentoring” concept to work problems to get solutions.


A Remedy Trouble Ticketing System is used and is made available through automated call distribution using a dedicated AT&T line to handle technical problem calls. The number of calls remain s fairly steady at 80 percent or approximately 1,000 per month. However, more than 10 000 calls were answered last month from a representation of 78 sites. An 800 number is currently available for CONUS and after May 15, 1996, OCONUS countries will have an 800 number. Their success is measured by tracking the time it takes to close a call (approximately 4 hours) and customer surveys. The staff visits, holds discussions, and evaluates the needs of the customers. The call flow covers Tier I and Tier II programs and covers approximately 26 systems. Various transition activities are expected to take place over the next 4 to 5 months.


Several issues associated with this concept were discussed.  Final approval for network management by the Tri-Service Medical Systems Support Center has not been approved by the Proponent Committee.  PRC is currently studying the situation and an IPR is being held this month. Topics will include “Where it’s going and if we want to go there.”  Ongoing senior leadership discussions are addressing whether program management for MHSS infrastructure should be a Service Executive Agent or a Health Affairs function. This subject will be presented to the Committee for discussion.


3.  A second presentation by the Air Force, covering network management activities related to the TMSSC (electronic copy at ftp://ftp.ha.osd.mil/pub/TIWG/0496/tiwgnms.ppt) was given by Mr. Richard Jenkins of MEDSITE. The presentation introduced MHSS network management and goals, described the system architecture, concept of operations, and the implementation plan.


MHSS network management goals are to provide support to the MTF from MEDSITE, provide each MTF with tools to monitor and manage their LAN, and improve the quality of network service. Service is provided 24 hours a day, 7 days a week.


The Automated Network Management System monitors the status of network infrastructure; provides network reactive and proactive fault detection; identifies, tracks, and resolves problems; processes requests for assistance; and provides periodic statistical reports. Medical sites and MTFs are closely monitored. This is a $37M program and consists of managed components (hubs, rotors, etc.), HP-9000 management components (K-100 at medium to large sites;  K-400 at MEDSITE), software and software tools (tailored to each site), and system configurations. The system configurations are presenting real problems because of improper installation and will be revamped on a case-by-case scenario. There are some K-400s already on site, with additional ones on order. The first deployment is expected at the end of May or first of June at Keesler and Wright Patterson.


MEDSITE provides consulting services for NMS hardware and software, in addition to support for the MTF, serves as a conduit for software upgrades and configurations, and conducts ongoing network specialist training. During the discussion period that followed, it was stated that new software releases are placed on-line and updated at night, and HP-level software is available, at $138/copy, through a super mini-contract and open to all services. It was also noted that quality technicians to manage the hardware are difficult to find.


MEDSITE monitors MTFs only in the event of CMS failure and serves as a repository for CMS escalated trouble tickets. They provide trouble escalation to the Base Network Communication Center (BNCC) and DISA.  DISA handles wide area problems and the BNCC takes care of the MTF.


The MTF monitors the LAN and makes corrective actions when required or directed. Unresolved LAN and CMS problems are escalated to MEDSITE through remedy trouble ticketing.. These tickets are reviewed and problems resolved through proactive monitoring. The MTF is responsible for maintaining its own CMS and sends their Network Specialists to MEDSITE for training. The base network infrastructure is monitored by BNCC and both, MEDSITE and MTF, work within BNCC constraints. All WAN trouble tickets are handled by the DISN Control Center, where the WAN is monitored.


The current implementation plan calls for an HP-9000 K-series hardware platform with HP OpenView Network Node Manager. Various software tools will be configured to each individual site. Laboratory tests will be performed on the NMS design before deployment from MEDSITE. A three-week training course will be provided as follows:  Week 1, UNIX basics and administration; Week 2, Network technologies; Week 3, Network management (configured for each site). TRW will arrange for a Network Management Mentor to bring the network up to speed. This task is expected to be completed within 6 months and control turned over to the site.


4.	The third item on the agenda was an information briefing on HIRS Project Activity given by Major Al Alford.  An electronic copy of this briefing is available on the HA/OA ftp server (ftp://ftp.ha.osd.mil/pub/TIWG/0496/hirsaf.ppt and .zip).


Major Alford’s brief was limited to slides 4, 6, 7, 11, and 18. However, all attendees are encouraged to review the entire package.


Slide 4 provided the basis for  a discussion of HIRS as the primary tool used by the Air Force Medical TIWG to manage AF MSIM. It also provided attendees with the location address on the WWW. It should be noted that the correct address is http://www.hirs.af.mil.


Slide 6 displayed various types of AF MSIM management information data that is accessible for program reviews and coordination. This data includes LAN infrastructure drawings, MTF computer inventories, AF TIWG documentation, program management documentation, and project status reports. Slide 7 displayed the HIRS graphic, located on the home page. A brief description was provided on where to locate the various types of management information.


Slide 7 displayed the interfaces and customer access methods to HIRS.


Slide 18 discussed the future capabilities of HIRS for extracting data to provide decision-making support; having an on-line MHSS Infrastructure Data Collection Survey that can be updated on the WWW,  and standardized automated information infrastructure implementation support.


5.  	The fourth item on the agenda was an information briefing on Army MEDCOM Network Operations Directorate (NOD) Activities.  An electronic copy of this briefing is currently unavailable; once a copy is received by DMIM, it will be posted to the HA/OA ftp server under ftp://ftp.ha.osd.mil/pub/TIWG/0496/.


The MEDCOM NOD mission provides centralized management of MEDCOM communication assets and ensures industry standards which will result in a cohesive, seamless, worldwide communications network. The Network Monitoring Center provides network management and services, site support, product support, deployment and maintenance management, and I&I Lab facilities. The Center has been operational at NOD in San Antonio since March 16, 1996. Currently, SAIC provides contractual support for network services.  Parts of this function were previously provided by DISA. This support includes monitoring WANs/LANs throughout the hub-to-server continuum and documenting/responding to network problems. Their mission is to keep sites informed of the resolution status and sustain actions until the customer is satisfied. The network is monitored by the HP-9000 K-series systems. There are seven Kittyhawk 200s and two HP processors with 1/2G of memory and 10G of memory.


The NOD Network Monitoring Station is fully operational and has provided Tier Two network support from San Antonio since June 1995. Through Lessons Learned, their support process begins with engineering support, followed by technical and configuration support. Network support problems are reviewed by a Tiger Team and addressed to management.


Site support focuses on the server-to-desktop and technology support to the IMO. Each site has an SAIC LAN specialist who monitors/troubleshoots and resolves network problems. They also support installations, upgrades, and serve as a POC for after-hours assistance to NSC.


Product support for cc:Mail, Lotus Notes, KEA!Term, Novell, Windows NT, WWW, VTC, DWRS, AMEDDPAS, TAMMIS, and DMHRS is provided by NOD.  MEDSITE provides product support for ADS, CHCS, and CEIS.  However, for full service product support, call 1-800-865-7023.


The Deployment Management Group coordinates deployment plans and publishes a schedule. They constantly monitor the deployment status, inform site personnel of this status, and respond to any issues that may arise. There is a small systems factory where software configuration is done before shipping. A deployment team is sent out with each installation. Again, through Lessons Learned, the Army procures mass purchases and store them in the NOD warehouse.


The Maintenance Management Group has put together worldwide maintenance contracts. For all maintenance problems, call 1-800-865-7023. Maintenance calls are documented and the progress tracked. Maintenance requests are fully monitored until the customer is satisfied.


The MEDCOM NOD I&I Lab provides MEDCOM with a strong troubleshooting capability. Models can be tested in an operational environment, which eliminates the need for field testing. Current systems being handled through the NOD I&I Lab include PC CHCS, ADS, DWRS, DMHRS, DBSS, DMLSS, etc.


In meeting world-wide requirements, NOD contributes additional support to Tobyhanna Army Depot by providing material support, maintenance, automated problem reporting, and 24-hour turn-around on parts through their overseas depot at Fredricks Field, Seoul. In support of the ISED 504th, they provide cable installation teams and the necessary test equipment at the Test & Integration Center Lab at Fort Huachuca. The ISEC CONUS is supported by 20 engineers, 16 SAIC contractors, AUTOCAD site profiles, and cabling teams.


When MEDNET was given the mission, there was a need to develop a seamless integrated video/data network to support MEDCOM. Their goals were to reduce communications cost and provide improved service/capability to the customer, provide a target architecture for systems developers, and provide a migration path to future network technology. Since the beginning of this task, the cost has been reduced from $221K to $98K.


As of today, video teleconferencing (VTC) is provided through DCTN, Accunet, and FTS2000. These are closed networks and cannot talk to one another; i.e., each connection has to be scheduled. The VTC bridge project, using AT&T MCU (installed at Greenway Park), is up and fully operational and is able to link several groups at the same time. MEDNET Currently, nodes are installed at MEDCOM NOD, OTSG, BAMC, Wilford Hall, USAF, and DACH. This service is in great demand and more Nodes are planned for future installation.


6.	The fifth item on the agenda was a discussion of the current status of the MHSS Infrastructure POM led by Gary Jewell of DMIM TI&S.


Mr. Jewell stated that although the worksheet breakdown extends for 6 years, he feels that it should be no more than 3. He is currently looking for guidance on this issue.


A meeting was convened with the primary members of TIWG for the purpose of agreeing upon a technical model for FY98. The model used categories from RMO guidance (health budget) and fixed costs, where appropriate (COOP, I&I, Joint Support Center, etc.). The remaining costs were allocated by seat or site. The approach continued by estimating the number of years for technology refresh for each purchase item (numbers were made as large as possible) and the number of sites and seats in MHSS. With this information, an Excel model was developed to calculate O/P and O&M requirements by fiscal year.


From the assumptions of an MHSS population of 120,000, 80% for MHSS users (10% shiftworkers), 90% individual workstations, and a yearly maintenance/purchase ratio of 10% (assumed no warranties), seven cost categories were developed. These categories were communication services and components, computing, user devices, office support, support centers, training resources and materials, and engineering and test facilities. All costing information can be viewed on the Infrastructure POM Worksheet (electronic copy at ftp://ftp.ha.osd.mil/pub/TIWG/0496/infrpom.xls with briefing slides at ftp://ftp.ha.osd.mil/pub/TIWG/0496/infrapm2.ppt).  Contact Gary Jewell at 703-681-7731 (gjewell@ha.osd.mil) for a current edition of these materials.


Still the big issues presented to the PRB were — no consensus for “in-place in 98” assumptions and no “bottom line” infrastructure costs from Business Area Managers. There is no current methodology to cost back to individual programs or services.


It should also be noted that program allocations require rational allocation of costs to systems that use the infrastructure, fixed-cost items (costs independent of traffic or users), and real-world measures for allocation of shared capacities. These costs are not available and because of this, a rational way to reallocate costs needs to be developed. These costs need to be tailored for MHSS and need acceptance by the EAs for use in the Functional Economic Analysis process.


Mr. Jewell asked the committee for feedback on several outstanding issues on the POM spreadsheet.  He asked whether the numbers for “In-Place 98” are “ball-park” correct? He also requested additional data on reverse allocation by service and reverse allocation to systems. His last request was for assistance to break out FY97 dollars for investment opportunities in FY96. He needs feedback on this by April 5.


7.	The sixth item on the agenda, Network Security Initiatives, was not discussed. It was agreed that more information is needed in order to proceed. A committee was appointed and candidate members included Bob Gordon of the Air Force, Dee Espinosa, Mark Hague, and Bob Lind representing the Army, and Hung Phan representing the Navy.  A status report will be provided at the May TIWG meeting.


8.  The final item on the agenda was New Business and Future Agenda Items.


There were no objections to the suggestion that an audio recording be made of the next meeting.  Only one agenda topic, Network Operating Systems, was submitted for the next meeting.  Additional agenda candidates are to be submitted via E-mail to gjewell@ha.osd.mil.


Read-aheads for the May briefings are due to DMIM TI&S by COB Thursday 2 May 1996. Read-aheads will be posted to the ftp server as they are received.
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