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SYSTEMS TESTING AND EVALUATION FINAL REPORT
1. INTRODUCTION

The Department of Veterans Affairs (VA) and the Department of Defense (DoD) have initiated the VA/DoD Laboratory Data Sharing Project to determine the feasibility of sharing laboratory data electronically to support their shared laboratory data operations.  This joint effort has been endorsed by both agencies and is a key strategy in the Vice President’s initiatives for reinventing Government.  This proof-of-concept effort was initiated in October 1996 and will be completed in September 1997.

This final report presents the summary of the testing and evaluation activities which took place during the period of August 26, 1997 to September 23, 1997, in the Integration and Research Center (I&RC) in Falls Church, Virginia.  This report presents the results of the testing which was conducted in accordance with a previously delivered document, Systems Testing and Evaluation Plan, which described the procedures to be followed to conduct this testing.  Additional details on the testing plan can be obtained from that document.  In addition, this project included the development of an Implementation/Migration Plan which presents issues that arose during this project including during the testing phase.  That discussion includes the presentation of research and proposed solutions related to those issues.  This final report makes frequent reference to these two documents which will completely describe the activities and findings of this project.

To accomplish electronic data sharing, the VA and DoD are making extensive use of their specific health information systems which support their daily operations within medical facilities.  The VA is using the Veterans Information System and Technology Architecture (VistA) to support its operations at VA Medical Centers.  To support the transmission of laboratory order and result data into and out of VistA, the VA is using the technology developed for the Laboratory Electronic Data Interchange (LEDI) program.  The LEDI software has been modified to expand its message handling capability to meet all of the functional requirements of this project.

Similarly, DoD sites are using the Composite Health Care System (CHCS) for the support of their medical treatment facilities (MTFs).  Additionally, the DoD is currently using the Generic Interface System (GIS) to support its transmission of data between CHCS and external systems.  The GIS software has also been enhanced to support this project.

2. PURPOSE

The VA/DoD Laboratory Data Sharing project was initiated to explore the feasibility of effectively accomplishing clinical laboratory data sharing and established the objective of providing a proof of concept that this sharing can be accomplished.  Using rapid prototype development technology and a controlled systems environment, the project team set out to establish that this data sharing can function in real time and within the constraints of the technology currently in use at both the VA and DoD.

The Birch & Davis Associates, Inc. (B&D) project team developed a Systems Testing and Evaluation (ST&E) Plan to describe the testing and evaluation methods that would be used to evaluate all functional and technical requirements of the data exchange process.  The purpose of this document, the Systems Testing and Evaluation (ST&E) Final Report is to summarize the results of that testing.  This document assumes familiarity with the original testing plan and comments only on the aspects of that plan which were modified during actual testing.

The objective of this ST&E Final Report is to indicate the results of the testing, show where the testing was different from the original plan design, and comment on suggestions for future testing of this data sharing capability.  In addition, this testing surfaced a number of issues which are discussed in more detail in a separate document, the Implementation/Migration Plan.  More thorough testing of this data sharing functionality has always been expected to precede eventual implementation of this capability, and this need was further reinforced through the results of this initial testing.  The focus of this testing was solely to prove the concept of a data sharing capability and was never intended to validate that the capability was ready for deployment.

3. TEST CONDUCT  

The ST&E Plan describes the testing that took place in specific detail, including separate discussions of:

· System Description

· Assumptions

· Schedule and Location

· Test Methods and Constraints

· Test Evaluation

Each of these areas is revisited in this Final Report with special attention to areas where the actual testing differed from the original plan.  The final two sections have been combined for simplicity in the sections below.

3.1 System Description

DoD recommended the use of Interface Engine (IE) technology to support the intended data sharing and specifically identified the Healthcare Communications, Inc. (HCI) Cloverleaf product as their preferred IE.  This testing was consistent with this plan.  In addition, the other elements of the overall system design were used as expected to assemble the prototype data sharing capability.  Figure 1 is an overview of this process and shows the relationships among DHCP/VistA, CHCS, LEDI, GIS, and HCI’s Cloverleaf IE.  This figure was given in the original plan and is still completely consistent with the testing that actually took place.  It is included here again to aid in the reading of this report.

Figure 1:  Overview of System Interfaces 


The IE, LEDI, and GIS software were each enhanced to support this effort as expected.  The IE software was programmed by HCI, the LEDI software was enhanced by the VA LEDI team, and the GIS software was enhanced by Science Applications International Corporation (SAIC).  These parties have been collectively referred to as the “development team” throughout this testing.  All testing and evaluation took place in the MHSS computer systems testing facility, the I&RC in Falls Church, Virginia.  

Figure 2 is the overview of the shared laboratory processing as was envisioned earlier and is still accurate.  It is included again to aid in the reading of this report.  One additional, significant comment to assist in the understanding of this operation would be detail related to the triggering events for each of the message transmissions.  In the case of laboratory test orders, messages are currently sent only upon accessioning of the order at the requesting facility.  This is true for both orders placed at VA sites and DoD sites.  In addition, the design has always included the assumption that incoming orders would be accessioned again at the resulting facility when the order message and the sample were received.  Similarly, the trigger point for sending laboratory test results is the local verification or certification of the results which initiates the transmission of the results back to the requesting facility.  Again, it is assumed that the requesting facility would have to do their own verification/certification when the result is received.  This is consistent with operations at both VA and DoD facilities.  The software was developed to support this process though some software changes were required during the testing which will be discussed in the subsequent section detailing test results.  Finally, these assumptions about trigger points, accessioning procedures, and verification procedures may be revisited as the data sharing capability is oriented towards a deployable product.

Figure 2:  Overview of Processing for VA/DoD Laboratory Data Sharing




The four test scenarios described in the plan were used to complete the testing without modification to that description.  The project team worked extensively with the development team to share the details of these test scenarios to support their activities prior to actual testing.  Each member of the development team worked to complete their portion of the development activities and HCI served as the coordinating member of the team for integrated testing prior to the project team’s formal testing.

All of the functions and interfaces identified in Figure 1 and in the original plan were accurate as stated, including the ability to send the necessary messages, receive them, and perform the necessary reformatting and translation.  Acknowledgements, as well as application data, were supported to provide the necessary “handshaking” between these systems.  These acknowledgements include message acknowledgements and well as application acknowledgements.

The system requirements for this effort include the hardware and software elements for hosting the IE, VistA, and CHCS.  Each of these elements was used in accordance with the original plan and the details of these configurations are not repeated here.

3.2 Assumptions

The ST&E Plan was based on a number of assumptions being in place to govern the testing and evaluation.  For the most part, these assumptions were supported by the actual testing with the two exceptions given below:
· Sensitive result data were attempted during this test.  An attempt was made to perform an order and result for an HIV test.  
· All test results were accomplished manually as was planned though it was indicated that there does exist a means to make the CHCS system react to an automated instrument interface even when the instrument is not currently attached to CHCS.  In spite of this, it was agreed that this level of testing would not be appropriate for this prototype testing.
3.3 Schedule and Location

The VA/DoD laboratory data sharing testing and evaluation was conducted at the I&RC in Falls Church, Virginia as was planned.  Regarding the schedule, the developers had requested that the testing schedule be pushed back as far as possible given difficulties that they were encountering in developing and testing the capability prior to the formal system testing.  In addition, this development activity required far more B&D project team coordination than was originally anticipated.  Nonetheless, the testing was initiated on August 26, 1997 and was continued until September 23, 1997.  The testing period was extended for on additional week to allow further testing of the capabilities that were developed and installed in the I&RC during the original testing period.  The B&D project team was joined by representatives from the DoD and VA project teams as had been planned.

3.4 Test Methods, Constraints, and Evaluation

These aspects of the ST&E Plan dealt with a wide range of specific technical parameters.  Each of the parameters is discussed individually with the discussion being limited to areas where the actual testing differed from the original plan.

The test conditions included the use of training database data from CHCS and VistA as was originally planned.  Operational system input was also used as planned.  There were ample comments on the use of this type of data and the relative increased value that would be obtained from performing similar testing using live data and software.  However, the same constraints existed during testing that prevented the use of live data that existed when the testing was planned.  One of the implementation/migration issues identified during this project was the clear value of this additional level of testing.

Regarding the extent of the testing, the test process had to be modified considerably to accommodate the availability of system capabilities.  As a result, the formalized testing plan was modified to allow for additional testing to be done, including the repetition of particular scenarios to account for changes made during the testing by the development team.  

Test results data were recorded using a combination of methods mostly due to lack of available functionality within the original and revised testing schedules.  Formalized testing was difficult to adhere to and a more informal approach was required to conduct the testing.  Report forms, hard copies, and interactive viewing of data on terminal devices were supported as was originally planned.

There were a significant number of test constraints encountered during testing, including the lack of available functionality, hardware, and development personnel to support the testing.  The I&RC was simultaneously using the IE hardware and software to support other efforts in addition to this project.  Similarly, the CHCS system was unavailable, at times, due to other efforts which were using the system during this period.  Finally, key personnel within VA and HCI were unavailable at times throughout this testing which significantly hampered the testing efforts.  Each of these obstacles was overcome during the testing but their existence delayed the completion of the testing and required that the testing retain a less formalized approach than was originally anticipated. 
The original test scenarios were adhered to throughout this testing.  These scenarios were presented in the ST&E Plan and are repeated here for readability:  

TEST 1: Verify the entry of order data into CHCS and its transfer to VistA

TEST 2: Verify the entry of order data into VistA and its transfer to CHCS

TEST 3: Verify the entry of result data into VistA and its transfer to CHCS

TEST 4: Verify the entry of result data into CHCS and its transfer to VistA

Finally, the use of the menu options within CHCS and VistA was more extensive than was given earlier.  A wide variety of means were used to validate the transfer of the order and result data which included the wide use of many menu options within these two systems.  

4. TEST RESULTS

The results of the prototype testing were compiled over the duration of the testing period which comprised approximately four weeks rather than the scheduled three.  Though the testing did not occur as smoothly as had been planned, the overall results of the testing were positive and widely considered a success by all of the parties who participated including the VA and DoD participants and observers.  The objective of this project was to prove the feasibility of sharing data electronically using the interface engine, CHCS, and VistA, and this capability was clearly proven.  The detailed records of this testing are included as an appendix to this document.

It is the nature of prototype and proof-of-concept development that unforeseen circumstances will occur during testing and should be expected.  This was apparent and compounded by the fact that the members of the development team were not funded as an integrated effort and existed as such only to the extent of their mutual cooperation.  The development team for this effort should be commended for their willingness to cooperate together and with the project team to complete this prototype proof-of-concept in spite of the difficulties inherent to this type of parallel rather than integrated approach.

4.1 Prototype Installation

On the first date of the scheduled testing, the prototype was not functional.  The developers had been unable to assemble all of the interfaces for an integrated test though each developer felt that their respective part of the software development was complete.  HCI, as the coordinator of the development team, felt that they were unable to get adequate cooperation from the other members of the development team at times.  Furthermore, since they had volunteered their services in support of this test, they felt unable to spend sufficient time to be able to persuade the other developers to provide the support necessary and in a timely manner for a true development effort indicative of the capabilities of the interface engine.

Nonetheless, through intensive, daily teleconferences with all of the developers, coordinated by the B&D project team, and a significant concerted effort on the part of the developers, progress was made as each of the interfaces was brought together over the next four days.  Though problems continued to arise during the subsequent testing, the first week of anticipated testing was consumed by completing the assembly of the prototype capability in the I&RC.  By the end of this week, each of the interfaces had worked at least once though they were not reliable nor consistent.  Three of the eight interfaces were fairly stable with the other five requiring close monitoring and support. In addition, the testing relating to the content of the messages transferred had not yet begun.  

The most significant problem encountered during this period was the inability of VistA to send or receive HL-7 messages with the interface engine during intermittent periods.  VA was able to draw in a number of VA people to help on solving this problem, including VA personnel in Milwaukee, Dallas, and San Francisco, however the principal VA person supporting this prototype effort was unavailable during this period which made resolving this situation difficult.

HCI had dedicated their lead resource to providing on-site support in the I&RC during this first week.  He was able to accomplish a great deal during this period including supporting the intensive testing necessary to perform initial unit testing.  His efforts were hampered partially due to the lack of an available workstation for interacting with the IE which was partially rectified by I&RC personnel being able to identify and install an “X (Unix) workstation” rather quickly, though the graphical capabilities of this workstation took several days to install.  HCI had neglected to identify the need for this resource prior to their site visit and testing.

SAIC was quite supportive of the testing during this period.  They had dedicated a number of personnel to support all aspects of this sharing and testing.  A number of issues arose as to how they had developed the basic sharing capabilities, including areas in which they had deviated from the original design.  The presence of a DoD laboratory expert to support the testing during this initial week help greatly in identifying weaknesses and persuading SAIC to make the necessary changes immediately.  All parties agreed that a more formalized Systems Requirements Review (SRR) and Preliminary Design Review (PDR) along with the inclusion of key DoD Laboratory personnel during design discussions would have helped avoid some of these last minute problems.  This recommendation is included in the Implementation/Migration Plan document separate from this final report.

In summary, the prototype installation and first week of testing was not smooth but experience with this type of effort indicates that this is not uncommon, particularly when the new capability  requires so much new technology and so many parties including two separate agencies and their support personnel.  The first week included significant progress over a short period mostly due to the dedication and perseverance of the parties involved.

4.2 Unit Testing

Throughout the second week of testing the detailed aspects of each message transfer were tested.  During this period, problems were encountered periodically whereby each of the systems (Cloverleaf, CHCS, and VistA) were unable to send or receive messages.  Nonetheless, each of the interfaces was tested more thoroughly during this week including the beginning of the message content testing which required additional software enhancements by each of the developers.  By the end of this week seven of the eight interfaces were working fairly consistently.  

Some of the difficulties encountered were significantly compounded by the lack of availability of HCI resources to work on the problems.  HCI could not support an on-site person during this week nor could they provide sufficient support remotely as they were hosting a user conference.  Intermittent support from HCI was adequate to keep the testing proceeding.

VA’s principal LEDI expert returned to the project and was able to provide remote support.  The problems with VistA being unable to send and receive HL-7 messages was fixed and message traffic was more regular and stable.

SAIC continued to work on some of the problems identified the previous week including new message formats and different trigger points for sending messages.  DoD’s key laboratory person was no longer available to support the project during this week but back-up personnel were able to participate to the extent that the interfaces were available for testing.

Unit testing was mostly completed during this second week though isolated problems were still being fixed into the third week.  The electronic sharing of laboratory data was possible during this period though minor problems remained and the interface was not completely stable.

4.3 Integrated Testing

During the third week, integrated testing was attempted to test complete cycles of orders being entered, transferred, remotely resulted, and the results received.  This cycle was tested where VA served as the requesting facility with DoD as the resulting facility and where DoD was requesting and VA was resulting.  These integrated tests were working adequately but were still not consistent nor reliable.  Message content was evaluated and deemed adequate to support this proof of concept.  The biggest obstacle encountered remained the reliability of the interfaces to function in a consistent manner.  

All of the developers were again available during this week albeit remotely.  This type of support was adequate to allow the continued testing of the capability.  Remote support problems were compounded by a lack of complete control over the hardware and software resources.  The I&RC had several other projects supported during this period which were occasional users of the IE and the CHCS database.  On several occasions, these resources were taken from support for this project, used for a period, and returned with different configurations.  These conditions introduced additional problems in the identification and resolution of problems with the electronic data sharing.

During the fourth week, which was added due to the problems previously encountered and discussed above, the interfaces were working more consistently.  VA and DoD observers were able to witness the transfer of data electronically as was the intent of this effort.  The lack of complete reliability continued to be a concern but the essence of the data sharing that was the objective of this project was being completed accurately and successfully.

Integrated testing was completed during this third week though there was some discussion about performing some additional testing and evaluation.  After some discussion with the Government, the project team chose to add an additional week of testing but remain on the current project schedule completing this final report at the end of September.  It was clear that the sharing was successfully demonstrated.  It was also clear that additional resources would stabilize and improve the VA/DoD interface but those resources could not be obtained within this current effort nor was this the intent of this initial prototype testing and demonstration.

4.4 Configuration Management Issues

One clear outcome of this testing was a reinforcement of the need for a more tightly controlled environment to support this testing.  A demonstration of this sharing capability was scheduled for September 23 to show the data sharing but the interfaces were not operating at that time.  Where the interfaces had worked several times two hours before the scheduled demonstration, it appeared that changes during the intervening time were made to the IE software and the LEDI software.  Also, during the previous night, CHCS had been used for a different project and had been returned to this effort in a different state, though it was thought to be unaffected by the intervening project.

One of the implementation issues indentified during this project includes the need for additional testing to be completed using live, operational data but still in a sheltered, testing environment.  This testing clearly needs to take place in an environment where all variables relating to each of the relevant systems can be controlled to eliminate any other activities and their impacts.  This was perhaps the most critical issue to result from the prototype testing.

4.5 VA/DoD Observation

VA and DoD were able to support and observe the prototype testing as it occurred.  DoD was able to bring in two laboratory experts from out of town and an additional one locally to witness some of the testing.  Lt. Col. Mike Fitch led this effort for DoD and was able to witness the successful demonstration of the prototype.  He has compiled his own detailed account of the testing which can be obtained from DoD, VA, or Birch & Davis.  The VA participants and observers included VA project personnel as well as observation of the data sharing by personnel accessing the individual systems and files remotely.

5. SUMMARY 

This final report has documented the results of the system testing and evaluation efforts that took place over a four-week period in September of 1997 to test a prototype clinical laboratory data sharing capability.  This report has included the review of key aspects of the original plan for this testing and made indications where the actual testing and evaluation differed from the original plan.  The report also includes a summary of the results of this testing including the detailed test results in an accompanying appendix.

The objectives of this project, and this testing, was to demonstrate that clinical laboratory test data can be electronically shared between VA and DoD, between VistA and CHCS, using interface technology and HL-7 messaging with appropriate triggering.  This objective was clearly met as the technology clearly functions adequately and as desired.  

Separate documents accompany this report including an Implementation/Migration Plan which describes a number of issues which should be addressed to further develop and implement this sharing initiative.  In addition, it is clear that this technology can serve as the foundation for further sharing efforts between these agencies as they seek to optimize their use of healthcare resources.

APPENDIX A

Detailed Testing and Evaluation Results

Required Data Elements Used For Prototype Demonstration (Mapped On HCI IE)

Patients:
Test,Patient A
Test,Patient B




Test,Patient C
Test,Patient D



Providers:
Hartman,Chris
Caldwell,Lorraine

Tests:        
LH
Creatinine
ANA
Amphetemines


FSH
RPR
Prolactin
Hemoglobin A1C


PSA
RF
Carbamezapine
Testosterone


Free T3
Folate
LDL
Vitamin B12


Digoxin
Anti HIV
Anti HCV


TEST #1

Laboratory Test Requesting System: CHCS 4.5TDB

Laboratory Test Resulting System: DHCP/VISTA 6.0 (LEDI)

Interface Engine: HCI Cloverleaf

I.    Step 1: Order Message is sent by CHCS to the HCI IE 

Clinical Chemistry lab tests were ordered via the Enter Maintain Lab Orders (EMO) Option on CHCS. The patients, providers and lab tests listed above were used during the demonstration.  Active orders were accessioned via the Log In Samples from lab Orders (LGO) option.  The current date and time was used when entering a Collection Date & Time and the specimen labels were displayed on the VT screen. 

The accessioning event triggered an Order message (ORM message). The CHCS/GIS and the IE monitors were used to verify that the ORM message was transmitted to the IE and an acknowledgement message was transmitted to CHCS. 

II.  Step 2: Order Message is sent by the HCI IE to VISTA

The IE translated the data fields as required and transmitted an ORM message to VISTA. The order message was successfully transmitted to VISTA and an acknowledgement message was transmitted to the IE.  

During the first week of testing, it was decided to use the IE to screen ORM messages for valid accession areas. The IE was configured to send order messages to VISTA only when it received accessioned data from the VA and VS accession areas.  

Since it was determined that LEDI did not have the capability to generate active lab orders upon receiving  ORM messages from CHCS, lab order and accession data had to be manually entered on VISTA for this prototype effort. The CHCS Order number and the VISTA National Lab Test Code (mapped to the CHCS Lab Test on the HCI IE) were the only data elements received by VISTA.  The required order and accession data fields were populated via the Referral Patient Accession Tests option.  VISTA order and accession numbers were generated for each test.

During the second week of the testing, the IE stopped sending ORM messages to VISTA.  The IE accepted incoming CHCS order messages but did not transmit order messages to VISTA.  Due to limited HCI support, this problem could not be fully investigated.

Step 3: Result Message is sent by VISTA to the HCI IE 

Results and comments were entered for VISTA accessions via the Enter/Verify/Modify data (EM) option. When the user’s initials were entered to approve the results, a Result message (ORU Message) was broadcasted. The VISTA and the IE monitors were used to verify that the result message was transmitted to the IE and an acknowledgement message was transmitted to VISTA.

During the third week of testing, VISTA stopped sending ORU messages to HCI. It was later determined that patches which had been installed on VISTA overwrote the hooks which trigger the ORU messages.

IV. Step 4: Result Message is sent by the HCI IE  to CHCS 

ORU messages from the IE could not be processed by CHCS until the additional LRDFNs (VISTA patient identifiers) for each patient were mapped to the CHCS patient IEN.  During the mapping exercise only one LRDFN was added to the IE look-up table because it was believed that only one LRDFN would be generated for each VISTA patient. As many as three LRDFNs were generated for each VISTA patient. 
The IE translated the data fields as required and transmitted the result message to CHCS.  An acknowledgement message was transmitted to the IE. 

Only the HIV test result which is defined as a “sensitive test” on both systems could not be processed on CHCS. The following error message appeared on CHCS: “Required data missing: ‘HL ORPW IN PROCEDURE’  Cannot proceed.” 

The patient lab results for all tests except for ANTI HIV were viewed through the Patient Lab Inquiry (PLI) option.  Incoming results were filed on CHCS in an Uncertified status. 
Required comments such as the dose times fields were not transmitted along with results to CHCS. 
Reference Ranges and Interpretations were transmitted but were not displayed on CHCS reports. CHCS associates the incoming results with the defined CHCS units, reference ranges and interpretations. 
Since some of the tests used in the prototype have result types defined as “FREE TEXT” on VISTA and “SET OF CODES” on CHCS, it was possible to enter results on VISTA that were not acceptable on CHCS.  When results were entered on VISTA that did not match one of the CHCS result codes, a null field was filed as a result on CHCS. The results were displayed on the PLI, when the VISTA results matched the CHCS result codes.
The uncertified results were certified via the Certify Results By Accession (RCA) option.
TEST #2

Laboratory Test Requesting System: DHCP/VISTA 6.0 (LEDI)

Laboratory Test Resulting System: CHCS 4.5TDB

Interface Engine: HCI Cloverleaf

I.    Step 1: Order Message is sent by VISTA to the HCI IE

Clinical Chemistry lab tests were ordered via the Lab Test Order option on DHCP/VISTA.  To simply the testing procedure the default responses were used when available.  Active orders were then accessioned via the Accessioning Tests Ordered By Ward Entry option.  The current date and time was used when populating Collection Date & Time field and the specimen labels were displayed on the VT screen. 

The accessioned orders were added to the Shipping Manifest List via the Build Shipping Manifest (SMB) option and the document was sent via the Close/Ship Manifest (SMS) option. Sending the manifest list triggered the ORM message.  The ORM message was transmitted to the IE and an acknowledgement message was transmitted to VISTA.  

II.  Step 2: Order Message is sent by the HCI IE to CHCS

There were problems sending orders to CHCS because of the problem created by multiple LRDFNs (VISTA Patient Identifier) until all numbers were mapped on the IE. 
The IE translated the data fields as required and transmitted an order message to CHCS. The order message was transmitted to CHCS and an acknowledgement message was transmitted to the IE. 
The accessioned order from VISTA  was displayed on CHCS using the PLI option. All incoming orders were in a Pending status.
If more than one accession for a patient was sent using the Shipping Manifest List, only the first accession would appear on CHCS.  It was determined during the prototype development stage that only one order per patient could be sent to CHCS from VISTA due to the differences between the CHCS and VISTA order message format. 
III. Step 3: Result Message is sent by CHCS to the HCI IE

When it was decided to use the IE to screen order messages for valid accession areas, it became necessary to change the accession area via the Transfer Accession Numbers (TAN) option on CHCS prior to result entry.  Only accessioned orders containing the VA and VS accession areas were sent to VISTA.     

Results and comments were entered for CHCS accessions via the Enter Results By Accession (ERA) option. After entering a result and comment, the user certified the result.  The result certification event  triggered a ORU message.

IV. Step 4: Result Message is sent by the HCI IE  to VISTA

The IE translated the data fields as required and transmitted the ORU message to CHCS.  An acknowledgement message was transmitted to the IE. 

ORU messages that included accessioned orders from accession areas other than VA and VS were not sent to VISTA since the IE was configured to screen messages for valid accession areas. 

Result comments from CHCS did not appear on the VISTA Interim Report (PA)  
Reference Ranges were transmitted but were not displayed on VISTA reports. VISTA associates the incoming results with the defined VISTA units, reference ranges and interpretations. 
Incoming results were filed on VISTA in an Unverified status. Unverified results were available on the Supervisor reports.
The incoming results were verified via the Enter/Verify Data-Auto Instrument (EA) option.  The user’s initials were entered to verify the results from CHCS. The results appeared on the Interim Report once they were verified on VISTA.
During the second week of the testing, the IE stopped sending result messages to VISTA. The IE accepted incoming CHCS result messages but did not transmit ORU messages to VISTA. Due to limited HCI support, this problem could not be fully investigated.

Test #
Step #
Outcome as 

Expected(Y/N)
Discrepancy

Notification

1
1
Y



2
Y



3
Y



4
Y


2
1
Y



2
Y



3
Y



4
Y


PAGE  
Birch & Davis Associates, Inc. 



   September 30, 1997
5105 Leesburg Pike, Suite 600

Falls Church, VA  22041

(703)575-4700


_937138546.vsd

_937138545.vsd

