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VHA Information Factory Definitions


The VHA Information Factory presents a “to be” vision of VHA’s major information components, including related services, and their relationships and role within the organization.  Adapted from Bill Inmon’s, Claudia Imhoff’s and Ryan Sousa’s Corporate Information Factory1, the VHA Information Factory is intended to present the notion of a system with different components, each serving a community directly, while working in concert with other components to produce a cohesive, balanced information environment.  Instances of information components are included within the Information Factory to facilitate understanding of the “to be” vision.   In most cases these instances are representative examples, not comprehensive classifications (e.g., Decision Support Systems, Clinical Research, Quality, Performance, Workload, and Veteran Relationship Management are types of Analytical and Knowledge Applications, not a complete categorization).  The following definitions are provided for the VHA Information Factory.
Analytical and Knowledge Applications include pre-designed, ready-to-install, decision support applications that generally require some customization to fit the specific requirements of the enterprise.  Analytical and Knowledge Applications also include knowledge management applications that enable information sharing and collaboration to facilitate continuous learning.  The sources of data are ODSs, data warehouse, data mart, e-mail servers, and other external data feeds (e.g., news feeds, clinical practice guidelines, Federal policy).  Examples of analytical applications include Quality, Performance, Workload and Decision Support Systems.  Knowledge applications are built upon document management (store, search, retrieval), knowledge organization (cataloging and indexing), groupware and negotiation (intelligent agents), text mining, and data visualization functionality.  An example of a knowledge application is Veteran Relationship Management (VRM).  VRM applications service the needs of the veteran and related stakeholders (e.g., dependants, advocates) through multiple channels (e.g., voice, in person, web, self-service, e-mail), presenting a consistent 360 degree view, regardless of the communication channel.  A 360 view improves consonant quality and efficiency in servicing the needs of veterans and their dependents.

Application and Knowledge Sharing Services are the set of common processes that provide core, foundation, functionality to operational and analytical applications.  Essentially they provide a “backplane” of common services upon which applications rely.  Examples include Lexical, Directory Application, Master Patient Index, and Address Services.  Knowledge sharing services include Mail and Content Management (functionality such as knowledge organization [cataloging and indexing], search, personalization, and alerting).
(A) Dashed line is used to show data that flows less frequently and predictably within the Information Factory, usually from right to left (sometimes referred to as data backflow), e.g., a decision is reached using the Analytical and Knowledge Applications to recommend a change to the Enrollment Group Threshold (EGT) which is stored in the Integrated and Cross Functional Data Storage environment.  A dashed line is also used to show the influence one information factory component has on another (e.g., decisions made using Analytical and Knowledge Applications are first detected within the operational applications environment).

Data Acquisition is the set of processes that capture, integrate, transform, cleanse, and load source structured and unstructured data (such as documents, images, video, and audio) into local operational databases, the data warehouse, and operational data store.  

Data Extraction Transformation, and Load (ETL) services are the processes that capture, cleanse, integrate, and move structured and unstructured data from the application environment into ODSs (e.g., the Health Data Repository), a VHA data warehouse, and data marts.  These shared, centrally managed, services use common metadata  (e.g., shared definitions, business rules, transformation rules, reference files/tables) to provide an integrated, consistent view of information.  Shared ETL services also provide for reuse and sharing of resources resulting in economies of scale.

(The) Data Mart is customized and/or summarized data derived from the data warehouse and tailored to support the specific analytical requirements of a business unit or function (e.g., VISN, Performance and Quality, Research, Resource Allocation).  Data marts utilize a common enterprise view of strategic data and provide business units more flexibility, control and responsibility.  The data mart may or may not be on the same server or location as the data warehouse.  VISN data marts are intended to represent data marts used at an enterprise level (i.e., not those used for VISN-only purposes).

(The) Data Mining Warehouse provides analysts the ability to perform complex difficult statistical analyses such as exception, means, average, and pattern analyses to test hypotheses, assertions, and assumptions.  Massive amounts of detailed data are usually required, as well as a reasonably performing environment. 
Data Supply represents the people and systems that provide data to the VHA Information Factory including data generated from operational transactions (e.g., health care encounter, register patient) and content provided by external organizations (e.g., military history, research data, healthcare trends, demographic data).  The VA system data supplier includes all VA components (e.g., VBA, NCA, Board of Veterans Appeals) external to VHA.  Information technology and systems security staff are not represented within the diagram.
(The) Data Warehouse is a subject-oriented, integrated, time-variant, non-volatile collection of structured and non-structured data used to support the strategic decision-making process for the enterprise. It is the central point of data integration for business intelligence and is a primary source of data for the data marts, delivering a common view of enterprise data.  A common logical data model (or data blueprint) is used to unify the structure of the data warehouse(s).   Data warehouses are usually structured to support transactions that access large volumes of data and variable transaction profiles.  ODSs and Data Warehouses are similar in that they are both based on integrated views of enterprise subject areas (provider, patient, encounter, etc).  They differ in that the data warehouse maintains much greater volumes of historical and summary information, and greater data latency.   The Health Data Repository (HDR), which will store 75 plus years of post-death health record data, is a candidate for providing VHA Enterprise Data Warehouse functionality for health record related subject areas. 

Information and Data Consumption represents the internal and external people and systems that use and benefit from the information within the VHA Information Factory.  The VA system consumer includes all VA components (e.g., VBA, NCA, Board of Veterans Appeals) external to VHA.   Information technology and systems security staff are not represented within the diagram.

Information Delivery is the set of processes that enable end users and their supporting IS group to build and manage views of the data warehouse or ODSs within their data marts.  It involves a three-step process consisting of filtering, formatting and delivering data from the data warehouse or ODSs to the data marts.

Infrastructure Services include the technical components (wiring, hardware, and software) that support the communication protocols used by the underlying computing environment foundation products (applications, databases, mail, etc).  Representative infrastructure services include network time, video conferencing, data network, system (e.g., servers, mainframe), and voice network. 

Integrated and Cross-Functional Data Storage consists of the processes and systems that provide consistent VHA-wide data within the data warehouse and operational data stores.  It includes processes for backup and recovery, partitioning, summarization, aggregation, and archival and retrieval of data to and from alternative storage.

Knowledge and Pattern Discovery includes the systems that support the examination and testing of hypotheses, discovery of relationships within data, and continuous learning. A variety of data analysis models are used including decisions trees, statistics, and artificial intelligence (neural nets).  Knowledge and Pattern Discovery databases can include structured and unstructured information such as documents, images, video, audio, etc.
Metadata Management includes the processes and systems needed to promote enterprise-wide data coordination, understanding, and administration.  Contents are described in terms of data about data, activity and knowledge.  Metadata can include business (e.g., definitions, business rules, data quality) and technical (e.g., data location, size of databases, data structures, integration and transformation information) descriptions of the information environment.  Metadata, which exists at each information component, must be shared to enable the Information Factory to operate in a coordinated, cohesive manner.  

Network Time Service refers to “the mechanisms to synchronize time and coordinate time distribution in a large, diverse internet operating at rates form mundane to lightwave” (IETF RFC 1119).  

Operational Applications are the internal and external core systems that support the day-to-day business operations. They are accessed through application program interfaces (APIs) and are the source of data for the data warehouse and operational data store.  Operational Applications encompass all operational systems including relational, legacy,  and components of Enterprise Resource Planning (ERP).
(The) Operational Data Store (ODS) is a subject-oriented, integrated, current (limited history), volatile collection of data used to support the integrated operational and tactical decision-making processes for the enterprise.  It consolidates data from multiple transactional systems, delivering a common near real-time view of enterprise data.  In contrast to a data warehouse, an ODS stores detailed data and limited or no summary data; and often supports small transactions, short response times, and predictable transaction profiles.  An ODS may be used as a staging area for a data warehouse or a data mart.  The Health Data Repository (HDR) will provide ODS functionality for health record information, as well as data warehouse functionality.

Security Services describe technology-based security functions provided in network systems and network products (Ford, Warwick, Computer Communications Security, 1194).   Security services include accountability (includes audit), authentication, access control, integrity, confidentiality, non-repudiation, availability, and security system management.
(A) Solid line is used to show normal flow of data.  The standard flow of data throughout the VHA Information Factory is from left to right, from the Data Suppliers to the Information and Data Consumers.  
(A) Text Mining and Knowledge Warehouse provides a database environment to facilitate information sharing and collaboration to enable continuous learning.
1 http://www.billinmon.com/cif/cif_frame.html, Inmon W.H., Claudia Imhoff, Ryan Sousa, Corporate Information Factory, John Wiley and Sons, Inc., 2001.  
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