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Artifact Rationale
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[bookmark: _Toc421624478]Routine Operations
This section describes at a high-level what is required of an operator/administrator or other non-business user to maintain the system at an operational and accessible state.  These functions and tasks should be identified by function or role (such as system administrator, super user, end user, etc.)  Descriptions should include additional description details if necessary (such as end user) based on likely level of knowledge.  Details should be left to the subsections.
[bookmark: _Toc421624479]Administrative Procedures
[bookmark: _Toc421624480]System Start-up
This section defines how the system is started and brought to an operational state. The procedures should start with the boot of the server or device. If the application or a component is run as a service or background process, it needs to be listed as such, along with a method to verify that it is running. In cases where there are multiple servers and components involved, it is important to describe the correct order in which they start. In this case, a flow chart or an activity diagram of the procedure is the best method of representation.
[bookmark: _Toc421624481]System Shut-down
This section defines how the system is shut down and brought to a nonoperational state.  The procedures should stop all processes and components. The end state of this procedure should be a state where the start-up procedure can be applied. In cases where there are multiple servers and components involved it is important to describe the correct order in which they are stopped. In this case, a flow chart or an activity diagram of the procedure is the best method of representation.
[bookmark: _Toc421624482]Back-up & Restore
In this section, a high-level description of the systems back-up and restore strategy is elaborated. A block diagram should be included that includes all the components that require back-up and the devices or infrastructure that perform the actual back-up and restore.
[bookmark: _Toc421624483]Back-Up Procedures
This section describes the schedule and procedures for performing routine back-up.  It is likely that the data center will have standard procedures for the back-up of storage. This section should not redefine or replicate the data centers standards. Rather, what is described here is how to access the standard procedures, and more importantly, how those procedures apply to this particular system. Database and file system names should be listed. 
The back-up schedule should be listed along with any variation to the level of the back-up (e.g., full vs. incremental, database vs. full system).  After the schedule is presented, follow with the procedures necessary to perform all the different levels described in the schedule. The procedures should list in detail all the steps necessary to perform the back-up, including an estimate of the length of time required.
[bookmark: _Toc421624484]Restore Procedures
This section describes how to restore the system from a back-up. It is likely that the datacenter will have standard procedures for the restoration of storage.  This section should not redefine or replicate the data centers standards.  Rather, what is described here is how to access the standard procedures and more importantly, how those procedures apply to this particular system. It will contain procedures for all the types of back-up described above. Since restoring a system is not typically a normal operating procedure, this section should have as much detail as possible. The starting state of the system may not be fully known, so it is very important to outline what the starting state is and all assumptions made. The addition of diagrams and flow charts will make this section more accessible to the user and greatly enhance the ability to restore the system in a timely manner.
[bookmark: _Toc421624485]Back-Up Testing
Once back-ups are made, it is important to test periodically to verify that they are accurate and can be used to restore the system. This section describes the procedure to test each of the back-up types described in the back-up section. Like back-ups, testing should be done on a scheduled periodic basis and the testing schedule should be described first. After the schedule is established, test procedures for each type of back-up should be detailed. The detail should include the hardware configuration of the test system, since the tests are not typically done on the production system. Test cases should also be established to ensure the accuracy of the restore. It is not sufficient to simply restore the back-up; basic operational tests must be performed along with specific data quality tests. The system test plan is a good resource when completing this section along with the business stakeholders who can provide important information.
[bookmark: _Toc421624486]Storage and Rotation
Off-site storage of back-up media is an essential part of any back-up strategy to assure disaster recovery. Media may take forms other than tape, cartridges or other removal storage media. Newer back-up techniques may record to fixed devices. The key is that back-up must be kept off-site.
This section describes how and when back-up media is taken off site and how it is returned for reuse. The first part of this section describes where media is stored and how it is transported to and from the site. It should include names and contact info for all the principals at the remote facility. If activities relate to an existing contract, the contract name, number, vendor, contracting officer, and contracting officer’s representative (COR) should also be identified, as well as general high level information that describes the scope of the contract for reference and use. If a new contract is created for these services, the same type of information should be identified here for the new services. 
After the physical location has been established, the second part of the section should enumerate the schedule for when media is taken off-site and returned. If media reuse is not part of the rotation plan, then it is necessary to have an archival plan for the media in off-site storage.
Some systems may be highly distributed.  In this case more generic descriptions are desirable, as it is usually not possible to describe this for all data centers. References to local policy should be included as a means of providing more detail.  
If this material has been provided in a more detailed Continuity of Operations (COOP) or Disaster Recovery Plan, simply reference that document rather than duplicating the text here.
[bookmark: _Toc421624487]Security / Identity Management
This section provides a high-level description of the systems security and user management. First, describe the security architecture of the system. This includes the authentication and authorization mechanisms of the system. If there is a separate security plan and/or security administration documents, then links should be included here. A block diagram of the system as it relates to security should be included.  It should show all layers of security at the system and network levels. If encryption is used in the system, it should be shown in the diagram and detailed in this section.
[bookmark: _Toc421624488]Identity Management
This section defines the procedures for managing users. Describe the procedures for adding new users, giving and modifying rights, and deactivating users. Included in the procedure should be the administrative process for granting access rights and any authorization levels, if more than one exists. Also, the section should describe what level of administrator has the authority for user management.
[bookmark: _Toc421624489]Access control
This section describes the systems access control functionality.  It is primarily intended to cover security procedures and configurations not covered in the previous section.  This may include any password aging and/or strictness controls, user/security group management, key management, and temporary rights.
[bookmark: _Toc421624490]User Notifications
This section defines the process and procedures used to notify the user community of any scheduled or unscheduled changes in the system state. These state changes include planned outages, system upgrades and any other maintenance work, plus any unexpected system outages. The procedures for notification may be included in the Operations and Maintenance (O&M) Plan section of this document.  Also regional and/or data center policies may apply and should be referenced.
[bookmark: _Toc421624491]System Monitoring, Reporting & Tools
This section describes the high-level approach to system monitoring. It should define what tools are available for use and who is responsible for implementing and maintaining those tools. A diagram of the system and its monitoring tools would be useful in this section.
[bookmark: _Toc421624492]Availability Monitoring
This section describes how to determine if the system is fully operational and working correctly.  It should be written as a set of procedures on how to determine the overall operational state and the state of the individual components.
[bookmark: _Toc421624493]Performance/Capacity Monitoring 
This section describes the procedures needed to determine overall system performance and the performance of the individual components. If performance thresholds have been determined for the system, then they should also be included. Additionally, procedures for monitoring the capacity of data stores or network links should be included.
[bookmark: _Toc421624494]Critical Metrics
This section provides details on exactly what metrics are critical to validating the normal operation of the system and also any indirect metrics that indicate a problem in their system or related systems. What should be included is a detailed description of the metrics for a particular application and also the upstream and downstream indications of application issues.
[bookmark: _Toc421624495]Routine Updates, Extracts and Purges
This section defines the procedures for typical maintenance activities such as updates, on-request or periodic data extracts, database reorganizations, and purges of data. Clearly explain if purging and archiving are permitted for the system, along with the prerequisites that would trigger the event. These procedures need to be as specific as possible, as errors in the process may cause the loss of data. The procedures should also define who is responsible for performing the tasks. Typically, only a database analyst (DBA) will perform operations on the database, whereas an operator or administrator will do software updates or an operation on a non-database file.
[bookmark: _Toc421624496]Scheduled Maintenance
This section defines the maintenance schedule for the system. The schedule should define time increments (e.g., yearly, quarterly, monthly) and what should be done at that interval. There should be full procedures for each of the intervals and a time estimate for the duration of the system outage. A process for scheduling ad-hoc maintenance windows should be defined, as not all maintenance can wait for a scheduled timeframe. Where applicable, data center standards should be referenced.
[bookmark: _Toc421624497]Capacity Planning
This section describes the process and procedures for performing capacity planning reviews. Typically capacity reviews are done once or twice a year and use data collected via system monitoring utilities. In this section, a schedule for capacity planning reviews should be defined, who should perform them, and how the results of the review are presented.  The section should also define who is responsible for making adjustments in the system’s capacity.
[bookmark: _Toc421624498]Initial Capacity Plan
This section should contain an initial capacity plan that forecasts for the first 3-month period and a 12-month period of production.
[bookmark: _Toc421624499]Exception Handling
This section gives a high-level overview of how system problems are handled. It should describe the general expectations of how administrators and other operations personnel should respond to and handle system problems. Try to define a boundary between the type of issues that are appropriate for operators and administrators to resolve and issues that need escalation up the support structure. Reference data center standards where appropriate. 
The subsections below are intended to give operators and administrators the information they need to know to detect and resolve system and application problems.  The subsections are typical of any system and should be considered the minimum set.
[bookmark: _Toc421624500]Routine Errors
Like most systems, <System Name> may generate a small set of errors that may be considered routine  in the sense that they have minimal impact on the user and do not compromise the operational state of the system. Most of the errors are transient in nature and only require the user to retry an operation. The following subsections describe these errors, their causes, and what, if any, response an operator needs to take.
While the occasional occurrence of these errors may be routine, getting a large number of an individual error over a short period of time is an indication of a more serious problem. In that case the error needs to be treated as an exceptional condition.
In most systems there is a small subset of errors that routinely occur. These errors are generally minor and in most instances can be ignored.  The three following subsections are three general categories of errors that typically generate these kinds of errors.  Your system may have additional categories, so add sections as needed.
[bookmark: _Toc421624501]Security Errors
This section lists all security type errors that a user or operator may encounter. Each individual error should be listed, with a description of what it is, when it may occur, and what is the appropriate response to the error.
[bookmark: _Toc421624502]Time-outs
This section lists all time-out type errors that a user or operator may encounter. Each individual error should be listed, with a description of what it is, when it may occur, and what is the appropriate response to the error.
[bookmark: _Toc421624503]Concurrency
This section lists all concurrency type errors that a user or operator may encounter. Each individual error should be listed, with a description of what it is, when it may occur, and what is the appropriate response to the error.
[bookmark: _Toc421624504]Significant Errors
Significant errors can be defined as errors or conditions that affect the system stability, availability, performance, or otherwise make the system unavailable to its user base. The following subsections contain information to aid administrators, operators, and other support personnel in the resolution of errors, conditions, or other issues.  
[bookmark: _Toc421624505]Application Error Logs
This section describes the applications error logging functionality, lists the locations of where they are stored and what, if any, special tools are needed to view the log entries. For each log, the maximum size, growth rate, rotation and retention policy should be described. Also, if the system sends error or alarm messages to external systems, that should also be elaborated.
[bookmark: _Toc421624506]Application Error Codes and Descriptions
This section lists all the unique errors that can be generated by the application. Typically there is a standard format to these messages and that should be fully described. A table of all possible errors should be included that identifies the code associated with each error, with a short and long description, severity of the error, and the possible response to the error.  If the table is extremely lengthy then the author may want to consider moving the table to an appendix, with a link in this section.
 If the application is a third-party application, then a link to system documentation is appropriate instead of a listing in this section.
[bookmark: _Toc421624507]Infrastructure Errors
VA IT systems rely on various infrastructure components. These components will have been defined in the Logical and Physical Descriptions section of this document. Most, if not all, of these infrastructure components generate their own set of errors. Each component has its own subsection and describes how errors are reported.  The subsections are a typical list of components and are meant to be modified for each individual system.
The subsections are not meant to replicate existing documentation on the infrastructure component. If documentation is available online then a link to the documentation is appropriate. Each subsection should contain implementation- specific details such as database names, server names, paths to log files, etc.
[bookmark: _Toc421624508]Database
This section describes the system/application specific implementation of the database configuration as it relates to errors, error reporting, and other pertinent information on causes and remedy of database errors. If links to component documentation is available then it should be provided here.
[bookmark: _Toc421624509]Web Server
This section describes the system- or application-specific implementation of the Web server configuration as it relates to errors, error reporting, and other pertinent information on causes and remedy of Web server errors. If links to component documentation is available, then it should be provided here.
[bookmark: _Toc421624510]Application Server
This section describes the system- or application-specific implementation of the application server configuration as it relates to errors, error reporting, and other pertinent information on causes and remedy of application server errors. If links to component documentation is available, then it should be provided here.
[bookmark: _Toc421624511]Network
This section describes the system- or application-specific implementation of the network configuration as it relates to errors, error reporting, and other pertinent information on causes and remedy of network errors. If links to component documentation is available, then it should be provided here.
[bookmark: _Toc421624512]Authentication & Authorization
This section describes the system- or application-specific implementation of the authentication and authorization component(s) as it relates to errors, error reporting, and other pertinent information on causes and remedy of errors.  If links to component documentation is available, then it should be provided here.
[bookmark: _Toc421624513]Dependent System(s)
Many systems are dependent on other VA systems for normal operation. This section describes the errors, and error reporting as it relates to these systems, and what remedies are available to administrators for the resolution of these errors.
[bookmark: _Toc421624514]Troubleshooting
This section should contain any helpful information on troubleshooting the system that has been learned as part of the development and testing processes, or from the operation of similar systems.
[bookmark: _Toc421624515]System Recovery
The following subsections define the process and procedures necessary to restore the system to a fully operational state after a service interruption. Each of the subsections starts at a specific system state and ends up with a fully operational system.
The subsections defined below are typical, but not comprehensive. It may be necessary to add additional subsections to fully cover the range of failure and restart possibilities. The sections generally define how to recover from the crash of XYZ, by bringing the system to a known state and then restarting components of the system until it is fully operational.  Where possible, use references to the Start-up and Shut-down procedures in Section 2.
[bookmark: _Toc421624516]Restart after Non-Scheduled System Interruption 
This section is intended to describe the restart of the system after the crash of the main application. If the system is not too complicated, it is possible to cover the failure of other components as alternate flows to the main processes.  However, for a complex system it will be necessary to cover each component individually as a separate section.
[bookmark: _Toc421624517]Restart after Database Restore
This section describes how to restart the system after restoring from a database backup.
[bookmark: _Toc421624518]Back Out Procedures
Describe the back out plan and procedures that have been developed for this system. A good back out plan should include:
Low-level, technical instructions
Specific communication instructions, with contact names
The list of technical instructions is created by reversing the order of activities from your implementation plan and describing how to back out from each of the executed steps. It may be relatively straightforward if most of your work is achieved by restoring the most recent backup. Consider a sample back-out plan for such a scenario:
1. Notify the Service Desk about back-out plan initiation (Call them, send an e-mail, or raise a ticket - state it specifically)
2. Disable user access to the system (How? List the actions)
3. Restore backup taken before the change implementation (List the actions)
4. Conduct system health checks (List them all)
5. Enable user access
6. Notify the Service Desk of successful back out
However, often the plan will be more complex. There might be many more restoration steps, involving various databases, file systems and other areas of the IT infrastructure. The basic template still applies. It needs to be detailed and tailored to every organization and every change. Every action should have an owner, so make sure it is clear who does what.
[bookmark: _Toc421624519]Rollback Procedures
Describe the rollback procedures that pertain to this system. A rollback is an operation that returns the database to some previous state. Rollbacks are important for database integrity, because they mean that the database can be restored to a clean copy, even after erroneous operations are performed. They are crucial for recovering from database server crashes. By rolling back any transaction which was active at the time of the crash, the database is restored to a consistent state.
The rollback feature is usually implemented with a transaction log.
[bookmark: _Toc421624520]Approval Signatures
This section is used to document the approval of the Production Operations Manual during the Formal Review.  The review should be ideally conducted face to face where signatures can be obtained ‘live’ during the review however the following forms of approval are acceptable: 
Physical signatures obtained face to face or via fax 
Digital signatures tied cryptographically to the signer 
/es/ in the signature block provided that a separate digitally signed e-mail indicating the signer’s approval is provided and kept with the document
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