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1 Introduction

The Integrated Home Telehealth Application (IHTA) is a Web-based system, providing a
flexible, maintainable, and resilient platform for Home Telehealth (HT) business functions.
IHTA facilitates the retrieval of home device information for tracking device inventory,
managing Quality Improvement Reports (QIR), and generating reports on device availability and
vendor compliance. IHTA is also used for the development, storage, and retrieval of Veteran
Health Administration (VHA) Disease Management Protocols (DMP). Finally, the HT Reports
module of IHTA allows users to review and search HT data via various management report
options. There are 23 Veteran Integrated Service Networks (VISN), providing centralized
information technology (IT) support to 168 medical centers. IHTA will be used by all VISNs, to
ensure a standard way of managing device information and QIRs at all VA facilities.

IHTA comprises two fully operational, load balanced systems, one at the Primary Facility and
the other at the alternate location at the Secondary Facility. The Primary and Secondary facilities
will alternate between the Martinsburg Capitol Region Readiness Center (CRRC) (Martinsburg,
WYV) and the Hines Information Technology Center (HITC) (Hines, IL). Each site will have
equal capacity and will be capable of supporting users as the operational site. IHTA will be
accessible from the various VISNSs, each accessing the central IHTA and HT databases,
facilitating the management of device information.

The IHTA database architecture is configured for complete redundancy. During operational
hours, the data is replicated from the Primary to the Secondary Facility, at near real-time. This
process ensures that in the event of a catastrophic failure, if the production database cannot be
restored, there will be minimal loss of data, and the alternate database can replace the production
database.

IHTA uses database servers which are fully redundant between the Primary and Secondary
Facilities. In the event that the database at the Primary Facility goes down, the system will shift
operations to the redundant database at the Secondary Facility, via the database mirroring
component of Microsoft SQL Server. The switch to the redundant database will require manual
intervention, but will be transparent to the users.

The databases will be replicated asynchronously from the Primary to the Secondary Facility site
with a maximum transaction replication lag time of 15 minutes. Switching between the two sites
and operating from each site is essential to ensure that there is minimal downtime and that the
latest data is available to the users. A user who is signed in at the time of the switch to the
alternate site will be interrupted, and there may be a minimum data loss.

Only authorized users will be able to access IHTA. Role-based access control is set up and
maintained by an administrator at the National/VISN/Facility level ensuring users have access to
the appropriate level of information.

1.1 Operational Priority and Service Level

Support will be performed by the National Service Desk — Tuscaloosa (NSD) (Tier 1 Support),
Product Development (PD) Product Support Team (Tier 2 Support), and the IHTA Support
Group (Tier 3 Support).

HTRE-IHTA
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The IHTA Support Team utilizes the following VA distribution list:
VAOITOEDIHTASupport@va.gov

The following team members are included in this list: Rashaka Boykins (Operations), David
Komraus (Project Manager), Kristen Kriwox (Business Analyst), Bill May (Developer), Chuck
Lee (System Administrator), Chris Woodyard (DBA), and Kate Hula (Technical Writer).

Tier 1 Support will be provided by the NSD utilizing the Remedy system. IHTA users with
problems that cannot be resolved locally will call the NSD to open a Remedy ticket. Issues not
resolved by the Tier 1 Support Team will be assigned to Tier 2 Support in Remedy. Tier 2
Support for IHTA will include assistance from the PD Product Support Team. Issues not
resolved by the Tier 2 Support Team will be assigned to Tier 3 Support in Remedy. Tier 3
Support is the highest level of support for IHTA, which includes business analysts, software
testers, system administrators, developers, and database administrators who have specialized
technical knowledge of IHTA. Tier 3 Support will provide services, such as, issue resolution and
defect management on all issues/defects that have not been resolved by the Tier 1 and 2 Support
Teams. Any defect found will be logged in Remedy and also in Rational ClearQuest (as
required).

Table 1 outlines the incident priority levels and the time frame for response:

Table 1: IHTA Incident Priority Levels and Time Frame for Response

E;'\?éllty Call Received Time Frame for Response Priority Level Description
During business | Requester will be directly contacted | An urgent incident is a catastrophic incident of
hours by Service Provider an operating environment where production
systems are severely impacted, down or not
functioning. Under this scenario, one of the
following situations may exist:
Urgent e Loss of production data and no
During non- procedural work around exists.
business hours e Patient care and/or safety are at risk or
damage is incurred.

e Complete loss of a core organizational or
business process where work cannot
reasonably continue.

During business | Requester will be directly contacted | A high incident is a problem where a system is
hours by Service Provider functioning but in a severely reduced capacity.

The situation is causing:

e Significant impact to portions of the
business operations and productivity.

High e No loss of production data and / or a
During non- procedural work around exists.
business hours e The system is exposed to potential loss or
interruption of service. Includes incidents
that significantly impact development
and/or production, but where an
alternative operation is available.
Medium | PUring business | Average of two (2) business hours | A medium incident is a medium-to-low impact
hours or less problem which involves partial non-critical
HTRE-IHTA
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E;'\?erl'ty Call Received Time Frame for Response Priority Level Description
functionality loss. A medium incident impairs
some operations but allows the user or an
application to continue to function. This may
During non- No After Hours Coverage will be be a minor incident with limited loss or no loss
business hours provided of functionality or impact to the user's
operation and incidents in which there is an
easy circumvention or avoidance by the end
user.
During business | Average of eight (8) business hours | a |ow incident has no impact on the quality,
Low hours or less performance, or functionality of the system.
During non- No After Hours Coverage will be LOV\{ |n0|d§nts have minimal organizational or
business hours | provided business impact.

Also refer to the Service Level Agreement (SLA) for Information Technology Services between
the Veterans Health Administration Care Coordination Services/Care Coordination Home
Telehealth organization and OI&T located on the HTRE TSPR at the following link:
http://tspr.vista.med.va.qgov/warboard/ProjectDocs/Home_Telehealth Development/HT _SLA D

raft March2013.pdf

1.2 Logical System Description

Application layering generalizes the various functional layers in the architecture (see Figure 1).
For IHTA, its HTML-rendered content implements the standard Struts2 Web framework,
injected with Spring components called business services. IHTA uses the Flex library to render
its content and HTTP requests are tunneled through a servlet (BlazeDS) connected to a Spring
controller. The Spring controller will then interact with a Spring business service, rules engine,
workflow engine, and JPA persistent component.
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Figure 1: IHTA Architectural Layers
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1.2.1 Technology Stack
Figure 2 identifies and groups core IHTA technologies.

' Apache HTTP Web Server

_

Weblogic Application Server — Weblogic Portal Server

IHTA Portal

Portal / Portlet External

Service
l Spring Portal Spring Portlet

Presentation tier Spring
E Web
2 Flex JSP JSTL HTML Actionscript Javascript Service
§
; Business Service tier
2}
O
' Spring Framework Spring BlazeDS Spring
= : JMS
Persistent tier
Hibernate JDBC Java Persistent APl (JPA)

Java Enterprise Edition (JEE)

SAAJ | JAXB JAX-RPC JAX-WS JSE JSP EJB | JavaMail JTA JCA JAAS JMX

Java Standard Edition (JSE)

' Microsoft SQL Server

Figure 2: IHTA Technology Stack

1.2.2 Application Components

IHTA modules represent a logical grouping of Java classes and components that are
implemented to perform the same or similar business functions. IHTA module codebase uses the
IHTA common codebase to ensure a consistent User Interface (Ul), well-defined business
entities through domain classes, and centralized business logic defined in business services. The
following figure depicts IHTA modules and components.
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Integrated Home Telehealth Application (IHTA)

IHTA Application Modules

Inventory Tracker/ | DMP Development
QIR Process

HT Reports

Administration User Profile

IHTA Common Components

Business Domain Business Services External Services Ul Controllers

CISS Framework

Persistent Messaging Event Exception
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Figure 3: IHTA Application Components

1.3 Physical System Description

Figure 4 provides a high-level overview of the IHTA production environment.

Apache HTTP Weblogic Portal Database

Web Servers N( Application Servers NN( Server )
Home Telehealth
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Virtual Host —IHTA Weblogic Domain_\
Admin Server
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Production Server 2 -
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Cluster =
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Plug-in Database
L
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Figure 4: Environment Overview
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The computer hardware for the production servers at both Martinsburg and Hines are listed in
Table 2. The IHTA SA, Chuck Lee, tracks the warranty status and depreciation cycle using the
following Dell Website:
http://www.dell.com/support/home/us/en/19/Products/?IsTag=True&Selection=9KT6VQ1&ProductCode
=poweredge-r510&ProductName=PowerEdge%2520R510

The expiration date on all servers below is 6/21/14. A separate spreadsheet is also maintained on
the HTRE SharePoint site.

Note these facilities alternate as the Primary and Secondary IHTA production sites.

Table 2: IHTA Server Hardware

Manufacturer | Model, Description, Serial Number Qty | Warranty
Expiration
Date

Martinsburg

PowerEdge R510

Dell e Application Servers: Serial Numbers: HFS6VQ1, 4 06/21/2014
1GS6VQ1
o Web Servers: Serial Numbers: 8KT6VQ1, FKT6VQ1

Hines

PowerEdge R510

Dell e Application Servers: Serial Numbers: 4 06/21/2014
CKT6VQ1,DKT6VQ1
e Web Servers: Serial Numbers: BKT6VQ1,9KT6VQ1

1.4 Software Description

Table 3 lists the current software for the IHTA production environment. Note that the following
Hardening server guidelines were for followed for Linux:

Red Hat Linux -
Baseline Configuratio

Table 3: IHTA Production Software

Required Software Version Manufacturer
Microsoft SQL Server 2008 Microsoft
Oracle WebLogic Server 119 Release 1 (10.3.5) Oracle
Apache HTTP Server Version 2.2.3 Apache

Red Hat Enterprise Linux (RHEL) 5.10 Red Hat

1.4.1 Background Processes
The background processes utilized in IHTA are described in the following subsections.

HTRE-IHTA
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http://www.dell.com/support/home/us/en/19/Products/?IsTag=True&Selection=9KT6VQ1&ProductCode=poweredge-r510&ProductName=PowerEdge%2520R510
http://www.dell.com/support/home/us/en/19/Products/?IsTag=True&Selection=9KT6VQ1&ProductCode=poweredge-r510&ProductName=PowerEdge%2520R510

1.4.2 Job Schedules

Quartz Scheduler is used to manage the scheduled job feature of IHTA. This feature allows
administrators to set up and automatically execute various pre-defined scheduled jobs. IHTA
currently executes the following scheduled jobs at periodic intervals:

e Purge Completed Reports: Deletes all reports in the application that have expired.

e Weekly Vendor Compliance Report: Allows users to schedule the automatic e-mail of
Inventory Tracker's Weekly Vendor Compliance Report.

e QIR Vendor Response Due: Generates a notification to the Vendor when the Vendor
Response Due Date has passed in the QIR functionality of Inventory Tracker.

Java Messaging Services (JMS) is utilized for internal communication between IHTA
components to invoke asynchronous tasks, including, but not limited to, user registration, the
vendor response due notice, and to schedule reports. The JMS Subscriber distributes e-mails for
notification.

1.4.3 Dependent Systems

Figure 5 illustrates the enterprise systems that IHTA interfaces with. The details of the
enterprise services and applications are summarized in Table 4.

Integrated Home
Telehealth Application
(IHTA)

DMP
Development
Process

i Reports

My Profile

Inventory
Tracker

VA Enterprise LDAP

A4

Figure 5: Dependent Systems
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Table 4: Enterprise Service and Application Summary

(LDAP)

. Integration
Service Category Technology
VA Enterprise Lightweight Directory Access Protocol Authentication and Spring LDAP

Authorization

HT Database

Database for all of
HT

Hibernate Java
Persistence API
(JPA)

Health Data Repository

System of record for
HT data

HL7
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2 Routine Operations

This section describes, at a high level, what is required of an operator / administrator or other non-
business user to maintain the system at an operational and accessible state.

2.1 Administrative Procedures
This section describes the administrative procedures for system start-up and shut-down.

2.1.1 System Start-up
The following steps outline how IHTA is started and brought to an operational state:

Database Start-Up

Use system administrative techniques to validate that the database server is operational.
Open SQL Server Management Studio (SSMS).

Start the IHTA Database instance if in a non-started state.

Validate that the WL1035_Telehealth and Telehealth Database are running and
accessible by the users.

N =

Application Start-Up

1. Start Apache Web Server on each Web server in the cluster.

2. Start Oracle WebLogic Node Manager Service on each application server in the cluster.

3. Refer to IHTA Installation Instructions (Appendix A) for software installation and
configuration.

4. Start Oracle WebLogic Doman for IHTA cluster.

For more detailed instructions on System Start-up, refer to Appendix A.
2.1.2 System Shut-down
The following outlines the steps for shutting down IHTA:

Application Shut-down

1. Shut down Oracle WebLogic Doman for the IHTA cluster.

2. Shut down Oracle WebLogic Node Manager Service on each application server in the
cluster.

3. Shut down the Apache Web Server on each Web server in the cluster.

Database Shut-down
1. Open SSMS.
2. Shut down (stop) the IHTA Database instance.
3. Validate that the WL1035_Telehealth and Telehealth databases are no longer running.

For more detailed instructions on System Shut-down, refer to Appendix A.

HTRE-IHTA
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2.1.3 Back-up & Restore
This section provides a high-level description of the back-up and restore strategy for IHTA.

2.1.3.1 Back-up Procedures
Refer to the IHTA Installation Instructions (Appendix A) for application back-up and restore.

For database backup, refer to the following:
Database Backup

The WL1035_Telehealth and Telehealth databases are backed up daily on a scheduled basis
using internal database software routines A full backup is conducted in the off hours (after 6pm
pacific time) for both databases . The SQL Agent job that performs all user database backups is
UserDatabasesBackup.Subplan_1. Hourly transaction log backups are also scheduled for all user
databases. The SQL Agent job that performs the user database transaction log backups is
TeleHealthDatabaseLogBackup.Subplan 1.

All backups are performed while the database is in use. The database instance does not have to
be in the shut-down state to perform any of the backups described.

The backups are stored in the following folder &files path:

e Telehealth (full): E:\SQL Backups\Telehealth\
Telehealth_backup_2015 01_06 230001 0254805.bak

e Telehealth (Transaction logs): E:\SQL Backups\LogBackups\ Telehealth\
Telehealth_backup_2015 01_06_ 090001 8748109.bak

e WL1035 Telehealth (full): E:\SQL Backups\WL1035_Telehealth\
WL1035_Telehealth_backup_2015 01 _06_230001_0274807.bak

e WL1035_ Telehealth_log_backup (Transaction logs): E:\SQL Backups\LogBackups\
Telehealth\ WL1035_Telehealth_backup_2015 01 _06 090001 8768111.bak

The files should are copied to external medium and taken to an offsite location.

2.1.3.2 Restore Procedures
Refer to the IHTA Installation Instructions (Appendix A) for application restore procedures.
Database Restore

Database recovery should only be performed by staff experienced in database recovery
techniques. The form of database recovery followed will depend on the type of database failure
that required a recovery effort to be initiated.

The HT database is mirrored between two database servers (no witness). At any given time, one
of the database servers serves as the primary database in support of the production application.
The secondary database maintains a mirrored copy of the primary database and is kept at the
same data level using replication. If the primary database loses functionality due to hardware
failure, procedures should be followed that activate the secondary database server as the primary
database. See the Contingency Planning - Continuity of Operations section of this document for
the steps required to switch to the mirrored database.

HTRE-IHTA
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Database Restore — Data Failure

Data failures will impact both the primary and secondary databases. Recovery will require full
restore of the primary database from the full and transaction log file backups. The database
recovery will be to a point in time prior to the start of the data failure and with minimum data
loss. Refer to the Rollback Procedures section of this document for information on recovering
the database to a prior point in time.

For more detailed instructions on restore procedures, also refer to Appendix A.

2.1.3.3 Back-up Testing
Database Restore Testing — Hardware failure

Since this type of database restore represents database server failover, it should be practiced
using production. This is an exception to the normal practice of performing the testing in a
separate environment. Performing database failover in production ensures that the participating
environments are available to function as expected, which is not something that can be
duplicated using a test environment. Database failover must be coordinated with the dependent
HT applications and conducted during production off hours. To conduct the hardware failover,
see the Contingency Planning - Continuity of Operations section of this document for the steps
required to switch to the mirrored database.

Database Restore Testing — Data failure

This recovery test should be performed in a non-production environment using a SQL Server
database instance of equivalent release and configuration. Perform a full recovery of the HT
database using the most recent full production backup.

Test Case #1

Capture all data from the dbo.CENSUS table where the ‘date loaded’ value is within ten
days of the ‘CURRENT_ TIMESTAMP’ value. Take note of the datestamp information
provided. Using the date_loaded values, pick a point in time that occurs prior to the most
recent value. This will be the point that you want to recover to in your practice test.

Follow the instructions for performing a point-in-time database recovery as outlined in the
Rollback Procedures section of this document. At the completion of the recovery, test to the
point in time that you picked in Test Case #1. Perform the following test case to validate your
efforts:

Test Case #2

Capture all data from the dbo.CENSUS table where the ‘date loaded’ value is within ten
days of the ‘CURRENT TIMESTAMP’ value. Take note of the information given in the
‘date_loaded’ column. To be successful, there should be no date loaded values past the
point in time that was picked for recovery.

2.1.3.4 Storage and Rotation

Refer to the Standard Operating Procedures (SOP) in place at the Primary and Secondary
Facilities for procedures on storage and rotation.
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2.2 Security / Identity Management

This section provides a high-level description of IHTA’s security and user management

2.2.1 Identity Management

For VA users, the IHTA Registration Screens capture a user’s VA network ID to store it in the
designated IHTA database table. Once a user has registered, the application notifies the Facility
/ VISN Administrator and the National Administrator. The Facility, VISN, or National

Administrator will approve the registration and assign roles according to the user’s job

description (see IHTA Roles). The user is then notified by e-mail that his / her registration has
been approved. The screens of the Registration Approval Process capture and store IHTA
database information about user roles and permissions related to the specific application module

of IHTA. The table below lists the various roles and the assigned permissions.

Table 5: IHTA Permissions

Module

Permission Name

Administration

Manage Users

Manage Roles

Manage Batch Jobs

Manage Registrations

Inventory Tracker

Summary Device Inventory Reports

Search Device By Serial Number

Search Device By Activation Date

Vendor Compliance Reports

Create QIR

Update QIR

Read QIR

Approve QIR

Close QIR

Withdraw QIR

Reply QIR

Agree QIR

All

Administer system components

HT Reports

Generate DMP Response Reports

Export DMP Response Reports

Generate Patient Survey Reports

Generate Census Activity Reports

DMP

Administer DMP Users

Create DMP

Update DMP

Read DMP

Lock-Unlock DMP Content

Find-Replace DMP Content

Add Comments

View Comments

Deploy DMP

Create SL Content

Update SL Content

HTRE-IHTA
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Role ID Role Name

Table 6: IHTA Roles
Description

Module

An individual who is responsible
for unlocking users who have

2010 Appl!cgtlon locked themselves out of the Administration
Administrator S ; .
application by entering their
password incorrectly three times.
Administration
HT Reports
An individual in the Office of
National Telehealth Se_rwce_s (O_TS) HT
2011 L Program who is primarily
Administrator . . .
responsible for the administration
of IHTA.
Inventory Tracker
VISN A Care Coordinator at the VISN
2012 . level who has been assigned the Administration
Administrator . . -
additional duties of supervising
HTRE-IHTA
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Assigned Permission(s)
(See Table 5, IHTA Permissions)

Permission

Unlock Users

Manage
Registrations

Manage Users

Manage
Scheduled Jobs

Search DMP
Response
Reports

Export DMP
Response
Reports
Generate Patient
Survey Reports
Generate
Census Activity
Reports

Search Device
by Serial
Number
Search Device
by Activation
Date
Summary
Device Inventory
Report
Vendor
Compliance
Reports
Manage QIRs*
o Approve a
QIR
o Reada
Closed or
Withdrawn
QIR
o Update a
QIR
o Close a QIR
o Export List
of QIRs

*The National
Administrator role
cannot create/withdraw
a QIR in the application.

Manage
Registrations

Manage Users

August 2015



Role ID Role Name

Facility
2013 Administrator
Care
2014 Coordinator
HTRE-IHTA

Description

Module

the administration of IHTA for the
VISN.

Inventory Tracker

HT Reports

Administration

A Care Coordinator at a facility
who has been assigned the
additional duties of supervising
the administration of IHTA for that
facility.

Inventory Tracker

HT Reports

A registered nurse who manages
care across the health care
continuum for a panel of HT
patients.

Inventory Tracker
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Assigned Permission(s)
(See Table 5, IHTA Permissions)

Permission

e Search Device
by Serial
Number

e Search Device
by Activation
Date

e Summary
Device Inventory

Report
e Vendor
Compliance
Reports
e Manage QIRs
o Create a
QIR
o Agreetoa
Vendor's
response to
a QIR
o Withdraw a
QIR
o Update a
QIR
o Reada
Closed or
Withdrawn
QIR

All functionality

e Manage
Registrations
e Manage Users

e Search Device
by Activation
Date

e S